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Chapter 1 Revisit to high school mathematics

This chapter is a short review of some algebraic contents of high school mathematics, serving as a bridge

between high school and university. Student are suggested to use this simple chapter to get themselves

familiar with mathematics learning in the language of English.

In this chapter we will have the chance to pay a revisit to set theory £8ÜØ¤, notations of

summation (the “big Σ” symbol) and product (the “big Π” symbol), and the technique of mathematical

induction£êÆ8B{¤.

§ 1.1 Set theory

§ 1.1.1 Terminology

Definition 1.1. A set£8Ü¤is a collection of objects which are called members or elements of the set.

A set is usually represented as enclosed by a pair of braces { }. If an element x belongs to a set S,

we write x ∈ S; otherwise, x /∈ S.

A set is represented in two ways:

• Listing: e.g., {a, b, c, d};
• Description: e.g., {n|n = 2k + 1, k — an positive integer} (set of odd natural integers).

Definition 1.2. A set S is called an empty set or null set£�8¤, denoted as ∅, if it has no elements.

Definition 1.3. A set R is called a subset£f8¤of another set S, denoted as R ⊆ S, if every element

of R is also an element of S.

Empty set is a subset of any set S, ∅ ⊆ S.

Definition 1.4. A set R is called a proper subset£ýf8¤of another set S, denoted as R ⊂ S, if

R ⊆ S and there exists at least one element x ∈ S but x /∈ R.

. Example 1.1. Let R = {a, b, c} and S = {a, b, c, d}. There are R ⊆ R and R ⊂ S.

. Example 1.2. Let A = {n|n = 2k − 1, k an integer} and B = set of integers. Then A ⊂ B.

§ 1.1.2 Sets of numbers

Definition 1.5. N — The set of natural numbers£g,ê¤, {1, 2, 3, 4, · · · }.

1



CHAP.1 REVISIT TO HIGH SCHOOL MATHEMATICS

N is closed£µ4�¤under the operations of addition and multiplication.

Definition 1.6. Z — The set of integers£�ê¤, {· · · ,−3,−2,−1, 0, 1, 2, 3, · · · }.

Z is closed under the operations of addition, subtraction and multiplication.

Definition 1.7. Q — The set of rational numbers£knê¤, i.e., the numbers of the form n
m

where n

and m are integers with m 6= 0.

Rational numbers include decimals which either terminate or repeat. Integers are a subset of the

rational numbers, since they are of the form n
m

where m = 1.

Q is closed under the operations of addition, subtraction, multiplication and division, provided that

division by zero is excluded.

Definition 1.8. R — The set of real numbers£¢ê¤, including all rational numbers and all irrational

numbers.

Definition 1.9. C — The set of complex numbers£Eê¤.

A complex number is a number that can be expressed in the form a+ bi, where i is the imaginary unit

satisfying i2 = −1, and a and b are called the real and imaginary part, respectively, a, b ∈ R.

Complex numbers extend the concept of the one-dimensional number line to the two-dimensional

complex plane by using the horizontal axis for the real part and the vertical axis for the imaginary.

The inclusive relationships£�N'X¤among the above sets of numbers is

N ⊂ Z ⊂ Q ⊂ R ⊂ C, (1.1.1)

as shown diagrammatically below.

'

&

$

%

Complex numbers, C, e.g.: 1 + 2i, ei
π
4 , 5

6
, 9, · · ·'

&

$

%

Real numbers, R, e.g.: π = 3.14159 · · · , e = 2.71828 · · · , 4
3
, 2, · · ·'

&

$

%

Rational numbers, Q, e.g.: 4
3
, 0.9̇, 2.6̇18̇, 2, · · ·'

&

$

%

Integers, Z, e.g.:

· · · ,−2,−1, 0, 1, 2 · · ·'

&

$

%

Natural

numbers, N,

e.g.:

1, 2, 3, 4, · · ·

2



§1.1 Set theory

§ 1.1.3 Union and intersection of sets

Definition 1.10. The union£¿8¤of two sets A and B, denoted as A ∪B, is the set of all elements in

A or in B:

A ∪B = {x|x ∈ A or x ∈ B}. (1.1.2)

Extending this concept, the union of a finite number of sets is defined by:

S =
n⋃

α=1

Sα = {x|x ∈ Sα, for at least one value of α.} (1.1.3)

or

S =
⋃
α∈A

Sα, A the index set of α. (1.1.4)

Definition 1.11. The intersection£�8¤of two sets A and B, denoted as A ∩ B, is the set of all

elements both in A and in B:

A ∩B = {x|x ∈ A and x ∈ B}. (1.1.5)

Extending this concept, the intersection of a finite number of sets is defined by:

S =
n⋂

α=1

Sα = {x|x ∈ Sα, α = 1, · · · , n} (1.1.6)

or

S =
⋂
α∈A

Sα, A the index set of α. (1.1.7)

Definition 1.12. Let A and B be two sets. The complement£Ö8¤of B with respect to A is defined

as

A \B = {x|x ∈ A but x /∈ B}. (1.1.8)

And the complement of A with respect to B is defined as

B \ A = {x|x ∈ B but x /∈ A}. (1.1.9)

. Example 1.3. Let A = {a, b, c, d}, B = {a, b, e, f} and C = {a, b, c, d, g, h}. Then

A ∪B = {a, b, c, d, e, f}, A ∩B = {a, b}.

A \B = {c, d}, B \ A = {e, f}, C \ A = {g, h}.

3



CHAP.1 REVISIT TO HIGH SCHOOL MATHEMATICS

. Example 1.4. Let n ∈ N and Xn be an interval£«m¤on the number line,

Xn =

[
− 1

n
,

1

n

]
=

{
x ∈ R

∣∣∣∣− 1

n
≤ x ≤ 1

n

}
.

Then
∞⋃
n=1

Xn = [−1, 1],
∞⋂
n=1

Xn = {0}.

Set-theoretical relationships are often shown via the so-called Venn diagram£��ã¤:

A

B C

Figure 1.1: Venn diagram.

§ 1.1.4 Properties of set union and intersection

Let A,B,C and U are sets, with A,B,C ⊆ U . We call U the universe or the universal set£�8¤. Let

Ā, B̄ and C̄ denote the complements of A,B and C in U : Ā = U\A, B̄ = U\B, C̄ = U\C.

Then we have the following properties:

1. ∅ and universe:

∅ ∪ A = A = A ∪∅, ∅ ∩ A = ∅ = A ∩∅,

U ∪ A = U = A ∪ U, U ∩ A = A = A ∩ U. (1.1.10)

2. Commutativity£�é´5¤:

A ∪B = B ∪ A, A ∩B = B ∩ A. (1.1.11)

3. Associativity£�(Ü5¤:

(A ∪B) ∪ C = A ∪ (B ∪ C) , (A ∩B) ∩ C = A ∩ (B ∩ C) . (1.1.12)

4. Distributivity£�©�5¤:

(A ∪B) ∩ C = (A ∩ C) ∪ (B ∩ C) , A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C) . (1.1.13)

4



§1.2 Summation and product notations

5. Transitivity£�D�5¤:

A ⊆ B,B ⊆ C =⇒ A ⊆ C. (1.1.14)

6. Complements:
A ∩ Ā = ∅, A ∪ Ā = U ;

(
A
)

= A; (1.1.15)

(A ∪B) = A ∩B, (A ∩B) = A ∪B. (1.1.16)

Venn diagrams are a useful tool for understanding the above formulae; for example, see Fig.1.2 for

the property of distributivity. Here the proofs for these formulae are ignored.

A

B C

A

B

A

C

AA

B CB C

Figure 1.2: Venn diagrams showing union and intersection operations of sets: (left)

(B ∪ C) ∩A = (B ∩A) ∪ (C ∩A); (right) A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C).

§ 1.1.5 Cartesian products of sets

Definition 1.13. Let R and S be two sets. Their Cartesian product£(k�È§�È¤, denoted by

R× S, is defined as the set containing all ordered pairs (x, y) with x ∈ R and y ∈ S:

R× S = {(x, y)|x ∈ R, y ∈ S} . (1.1.17)

Two ordered pairs (x, y) and (u, v) are equal if and only if x = u in R and y = v in S.

Definition 1.14. The Cartesian product of a finite number of sets S1, S2, · · · , Sn are defined as the set of

all ordered n-tuples£n�|¤, where xi ∈ Si, i = 1, · · · , n:

S1 × S2 × · · · × Sn = {(x1, x2, · · · , xn) |xi ∈ Si, i = 1, · · · , n} . (1.1.18)

If specially Si = S for all i (denoted as ∀i), the Cartesian product is usually expressed as Sn.

In the context off linear algebra and multivariable calculus, for example, computations are usually

conducted within the space Rn, the Euclidean n-space, which is the Cartesian product of n copies of the

real number set R.

'

&

$

%

- Exercises 1.1.

1. Let U = {0, 1, 2, · · · , 9} be the universal set, and A = {0, 2, 4, 6, 8} be a subset of U . List out

explicitly the elements of Ā = U\A.

2. Let P andQ be two sets, P = {(x, y)| y = x2+1; x, y ∈ R},Q = {(x, y)| y = x+1; x, y ∈ R}.
Try to find P ∩Q.

5



CHAP.1 REVISIT TO HIGH SCHOOL MATHEMATICS

§ 1.2 Summation and product notations

§ 1.2.1 Summation notation — big Σ

The Greek letter sigma, Σ, is used to denote the sum (finite or infinite) of a set of objects of a set.

Definition 1.15. Let x1, x2, · · · , xn be n objects (numbers, vectors, matrices, etc.) of a set. We write

their finite series£k�?ê¤as

n∑
i=1

xi = x1 + x2 + · · ·+ xn. (1.2.1)

The i in the symbol xi is called a subscript£�I¤, which is a label/tag used to distinguish one element

from another and order the elements in a particular way. In general, we refer to the subscripts as dummy

variables£åCþ¤.*1

When the upper summation bound of a finite series goes to infinity, which means we have an infinite

sequence of numbers {ai}∞i=1 to add, we obtain an infinite series£Ã¡?ê¤:

∞∑
i=1

ai = lim
n→∞

n∑
i=1

ai. (1.2.2)

+ [Aside]:
Such an infinite series raises questions of convergence£Âñ¤or divergence£uÑ¤. The infinite series is

said to be convergent if the sequence of partial sums£Ü©Ú¤

{
n∑
i=1

ai

}∞
n=1

= {a1, a1 + a2, · · · , a1 + a2 + · · ·+ an + · · · } (1.2.3)

converges. Otherwise, the series is said to be divergent. ,

*1 “Dummy” means these variables are used only for counting the number of the variables but have no essential meaning.

That is, the two ways below are the same to express the sum of l elements:

l∑
i=1

ixi =

l∑
n=1

nxn.

6



§1.2 Summation and product notations

There are basic properties of this big sigma notation that simplify our dealing with finite series.

Theorem 1.1. Let {x1, x2, · · · , xn} , {y1, y2, · · · , yn} and {z1, z2, · · · , zn} be finite sets of mathemati-

cal objects, with the same defined addition. Let k be a constant. If the addition operation is commutative

and associative, then

n∑
i=1

(xi + yi + zi) =
n∑
i=1

xi +
n∑
i=1

yi +
n∑
i=1

zi; (1.2.4)

n∑
i=1

kxi = k
n∑
i=1

xi; (1.2.5)

n∑
i=1

k = nk. (1.2.6)

Proof:

n∑
i=1

(xi + yi + zi) = (x1 + y1 + z1) + (x2 + y2 + z2) + · · ·+ (xn + yn + zn)

= (x1 + x2 + · · ·+ xn) + (y1 + y2 + · · ·+ yn) + (z1 + z2 + · · ·+ zn)

=
n∑
i=1

xi +
n∑
i=1

yi +
n∑
i=1

zi;

n∑
i=1

kxi = kx1 + kx2 + · · ·+ kxn = k (x1 + x2 + · · ·+ xn) = k
n∑
i=1

xi;

n∑
i=1

k =
n∑
i=1

k × 1 = k
n∑
i=1

1 = k(

n copies︷ ︸︸ ︷
1 + 1 + · · ·+ 1) = kn.

§ 1.2.2 Commonly used series

Arithmetic series

This arithmetic series£��ê�¤is generated by

an+1 = an + d, d 6= 0, (1.2.7)

7
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where d is called the common difference£ú�¤. Hence

an = a0 + nd, (1.2.8)
n∑
i=0

ai = (n+ 1) a0 +
n (n+ 1)

2
d. (1.2.9)

. Example 1.5.

5 + 9 + 13 + 17 + · · ·+ 61 + 65

=
15∑
i=0

(5 + 4i) = (15 + 1)× 5 +
15× (15 + 1)

2
× 4

= 560.

This series can also be computed as

65 + 61 + · · ·+ 17 + 13 + 9 + 5

=
15∑
i=0

[65 + (−4) i] = (15 + 1)× 65 +
15× (15 + 1)

2
× (−4)

= 560.

Geometric series

This geometric series£�'ê�¤is generated by

an = an−1r, (1.2.10)

where a0 6= 0, and r is called the common ratio£ú'¤, |r| 6= 0, 1.*2 Hence

an = a0r
n, (1.2.11)

n∑
i=0

ai = a0
1− rn+1

1− r
. (1.2.12)

An obvious corollary is
∞∑
i=0

ai =

{
a0

1−r , converges, when |r| < 1;

diverges, when |r| > 1.
(1.2.13)

*2If r = 0, the sequence is a trivial {a0, 0, · · · , 0}. If r = 1, the sequence is {a0, a0, · · · , a0}, and

the series
∑n
i=1 ai = na0. If If r = −1, the sequence is {a0,−a0, a0,−a0, · · · ,±a0}, and the series∑n

i=1 ai =

{
a0, when n odd;

0, when n even.

8



§1.2 Summation and product notations

. Example 1.6.

2 +
2

3
+

2

9
+ · · ·+ 2

243
=

5∑
i=0

2× 1

3i
= 2×

5∑
i=0

1

3i
= 2×

1− 1
35+1

1− 1
3

=
728

243
,

2− 2

3
+

2

9
− · · · − 2

243
=

5∑
i=0

2× 1

(−3)i
= 2×

5∑
i=0

1

(−3)i
= 2×

1− 1
(−3)5+1

1− 1
(−3)

=
364

243
.

+ [Aside]:
In statistics, an important measure of the variation present in a finite set of discrete measurements makes use of a

sum of the form

S =
n∑
i=1

(xi − x̄)2 , (1.2.14)

where x̄ is the so-called arithmetic mean£�â²þ¤,

x̄ =
1

n

n∑
i=1

xi. (1.2.15)

In the light of the properties of summation one can derive a form of S which is more convenient to use:
n∑
i=1

(xi − x̄)2 =

n∑
i=1

(
x2
i − 2xix̄+ x̄2

)
=

n∑
i=1

x2
i − 2

n∑
i=1

xix̄+

n∑
i=1

x̄2

=
n∑
i=1

x2
i − 2x̄

n∑
i=1

xi + nx̄2 =
n∑
i=1

x2
i − 2

(
1

n

n∑
i=1

xi

)
n∑
i=1

xi + n

(
1

n

n∑
i=1

xi

)2

,

i.e.,

S =
n∑
i=1

(xi − x̄)2 =
n∑
i=1

x2
i −

(
∑n

i=1 xi)
2

n
. (1.2.16)

,

§ 1.2.3 Product notation — big Π

The big pi notation, Π, is for finite and infinite products:
n∏
i=1

ai = a1a2 · · · an,
∞∏
i=1

ai = lim
n→∞

n∏
i=1

ai = a1a2 · · · an · · · , (1.2.17)

where the subscript i is a dummy variable.

. Example 1.7. The factorial of a positive integer n can be expressed as

n! =
n∏
i=1

i. (1.2.18)

For example, 9! =
∏9

k=1 k.

9
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. Example 1.8. Let a1, a2, · · · , an be nonnegative real numbers. The famous Arithmetic-Geometric

Mean (AGM) inequality reads

n
√
a1a2 · · · an ≤

a1 + a2 + · · ·+ an
n

,

which can be expressed succinctly in terms of the Σ and Π notations:(
n∏
i=1

ai

) 1
n

≤ 1

n

n∑
i=1

ai. (1.2.19)

The “=” holds when a1 = a2 = · · · = an.

§ 1.2.4 Two important techniques in summation computations

Double series

Definition 1.16. A double series or double sum£V­¦Ú¤is a series having terms depending on two

subscripts (indices), written as, say,

S =
m∑
i=1

n∑
j=1

aij =
m∑
i=1

(ai1 + ai2 + · · ·+ ain)

= (a11 + a12 + · · ·+ a1n) + (a21 + a22 + · · ·+ a2n)

+ · · ·+ (am1 + am2 + · · ·+ amn) , (1.2.20)

which sums up all the elements of {aij}. Other notations include
∑

i,j aij,
∑

1≤i,j≤n aij , etc..

An important property of double series is that the calculation can be conducted by swapping the order

of summation:

S =
m∑
i=1

n∑
j=1

aij =
n∑
j=1

m∑
i=1

aij =
n∑
j=1

(a1j + a2j + · · ·+ amj)

= (a11 + a21 + · · ·+ am1) + (a12 + a22 + · · ·+ am2)

+ · · ·+ (a1n + a2n + · · ·+ amn) . (1.2.21)

The calculations (1.2.20) and (1.2.21) give the same result since they are two ways to sum the same

(m× n) elements below:
a11 a12 · · · a1n → RS1

a21 a22 · · · a2n → RS2
...

... . . . ...
...

...

am1 am2 · · · amn → RSm

↓ ↓ · · · ↓ ... ↓
CS1 CS2 · · · CSn → S

(1.2.22)

10



§1.2 Summation and product notations

where the sums in the parentheses of (1.2.20) are row sums RSi and those in (1.2.21) are column sums

CSj.

Moreover, some finite double series can be written as a product of series:

S =
m∑
i=1

n∑
j=1

aibj =
m∑
i=1

ai

n∑
j=1

bj. (1.2.23)

Proof:

S =
m∑
i=1

n∑
j=1

aibj

= (a1b1 + a1b2 + · · ·+ a1bn) + (a2b1 + a2b2 + · · ·+ a2bn)

+ · · ·+ (amb1 + amb2 + · · ·+ ambn)

= (a1 + a2 + · · ·+ am) b1 + (a1 + a2 + · · ·+ am) b2 + · · ·+ (a1 + a2 + · · ·+ am) bn

=
m∑
i=1

ai (b1 + b2 + · · ·+ bn) =
m∑
i=1

ai

n∑
j=1

bj.

Changing the appearance of a sum in terms of the Σ symbol

In practice we often need to change the appearance of a sum for the purpose of simplifying a sum or

making the terms more clear to recognize. Let us show this in the light of the following example.

. Example 1.9. Let
∑∞

n=0 anx
n be a series. Suppose it satisfies

∞∑
n=0

annx
n−1 =

∞∑
n=0

anx
n. (1.2.24)

Show that the coefficients of the terms satisfy

an =
1

n
an−1 for n ≥ 1.

Solution: To obtain the relationship between two coefficients we need to compare the corresponding

terms, i.e., the terms with same exponential. From (1.2.24) this comparison cannot be done immediately,

since the generic terms of the two sides, annxn−1 and anxn, are not in the same exponential power. Hence

we need to make a change to the LHS. Introducing another subscript m to replace n, with m = n − 1,

i.e., n = m+ 1,

∞∑
n=0

annx
n−1 =

∞∑
m=−1

am+1 (m+ 1)xm = a00x−1 +
∞∑
m=0

am+1 (m+ 1)xm.

11
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Here the first term vanishes due to the 0, and the second term can be rewritten as

∞∑
n=0

an+1 (n+ 1)xn,

since m is a dummy subscript which has no essential meaning and can be safely replaced by n. Now we

are at the point to compare the both sides of (1.2.24):

∞∑
n=0

an+1 (n+ 1)xn =
∞∑
n=0

anx
n,

where the coefficients of the generic terms should be equal, an+1 (n+ 1) = an, which is just

an+1 =
1

(n+ 1)
an for n ≥ 0, i.e., an =

1

n
an−1 for n ≥ 1.

�
�

�

- Exercises 1.2. Given that

17∑
k=1

ak = 31 and
17∑
k=1

bk = 18, evaluate
17∑
k=1

(3ak − 2bk).

§ 1.3 Mathematical induction

Mathematical induction£êÆ8B{¤is a very useful method of proving statements (often formulae)

involving natural numbers. It is claimed that the Italian scientist Francesco Maurolico was the first Eu-

ropean to use mathematical induction to provide rigorous proofs, whereas the English logician Augustus

De Morgan (1806-1873) coined the phrase “mathematical induction” in the early nineteenth century.

The principle of mathematical induction as follows.

Definition 1.17. Let P (n) represent a statement relative to a positive integer n. If

1. P (n0) is true, where n0 is the smallest integer for which the statement can be made, and

2. whenever P (n) is true, it follows that P (n+ 1) must also be true, then P (n) is true for all n ≥ n0.

The assumption in the second step above — P (n) is true — is called the inductive hypothesis.

The strategy of making an effective use of the induction is to try to express the statement P (n+ 1)

in terms of the statement P (n) in a reasonable way.

. Example 1.10. Prove by mathematical induction on n that(
1− 1

22

)
×
(

1− 1

32

)
× · · · ×

(
1− 1

n2

)
=
n+ 1

2n
, where n ≥ 2, n ∈ Z.

12



§1.3 Mathematical induction

Proof:

Let P (n) be the statement relative to n,

P (n) :
n∏
i=2

(
1− 1

i2

)
=
n+ 1

2n
.

1. Check if P (2) is true: P (2) :
(
1− 1

22

)
= 2+1

2×2
. Done.

2. The inductive hypothesis reads:

P (n) :
n∏
i=2

(
1− 1

i2

)
=
n+ 1

2n
.

Now check if P (n+ 1) is true:

P (n+ 1) :
n+1∏
i=2

(
1− 1

i2

)
=

[
1− 1

(n+ 1)2

] n∏
i=2

(
1− 1

i2

)
=

[
1− 1

(n+ 1)2

]
n+ 1

2n

=
n+ 1

2n
− 1

(n+ 1)2

n+ 1

2n
=
n+ 1

2n
− 1

n+ 1

1

2n
=

n (n+ 2)

2n (n+ 1)
=

(n+ 1) + 1

2 (n+ 1)
.

Done.

. Example 1.11. Prove by mathematical induction on n that

1

1× 3
+

1

3× 5
+ · · ·+ 1

(2n− 1)× (2n+ 1)
=

n

2n+ 1

where n is a positive integer.

Proof:

Let P (n) be the statement relative to n,

P (n) :
n∑
i=1

1

(2i− 1)× (2i+ 1)
=

n

2n+ 1
.

1. Check if P (1) is true:

P (1) :
1

1× 3
=

1

2× 1 + 1
.

Done.

13
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2. The inductive hypothesis reads:

P (n) :
n∑
i=1

1

(2i− 1)× (2i+ 1)
=

n

2n+ 1
.

Now check if P (n+ 1) is true:

P (n+ 1) :
n+1∑
i=1

1

(2i− 1)× (2i+ 1)

=
1

[2 (n+ 1)− 1]× [2 (n+ 1) + 1]
+

n∑
i=1

1

(2i− 1)× (2i+ 1)

=
1

4 (n+ 1)2 − 1
+

n

2n+ 1
=

2n2 + 3n+ 1

(2n+ 1) (2n+ 3)
=

n+ 1

2 (n+ 1) + 1
.

Done.

. Example 1.12. Prove by mathematical induction on n that the following statement is true:

A set of n elements has 2n subsets.

Proof:

Let P (n) be the statement relative to n:

P (n) : A set of n elements has 2n subsets.

1. Check if P (1) is true: A set of a unique element alway has two subsets, ∅ and itself. Hence the

statement is true. Done.

2. The inductive hypothesis P (n) reads: A set of n elements, denoted by S = {a1, a2, · · · , an}, has

2n subsets.

Now check if P (n+ 1) is true: Let S = {a1, a2, · · · , an, an+1} be a set of n + 1 elements. The

key observation is that every n-element subset Ŝ = {a1, a2, · · · , an} is automatically a subset of

S, hence this accounts for 2n subsets of S by the inductive hypothesis. Furthermore, if R is any

subset of Ŝ, then R ∪ {an+1} is a subset of S. This gives us another 2n subsets of S, for a total of

2n + 2n = 2n+1 subsets so far. In fact, we now have all the subsets of S because every subset of S

either contains an+1 or not. Therefore, P (n+ 1) is true for all n ∈ Z+.

�� ��- Exercises 1.3. Prove by mathematical induction that n! > 3n for all integers n ≥ 7.
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Chapter 2 Introduction to vectors

We begin our investigation of linear algebra by studying vectors, the basic components of the theory and

applications of linear algebra. The word vector has its origin in physics where it is used to denote a

quantity having both magnitude and direction, such as force, velocity, etc..

§ 2.1 Notations and basic concepts

§ 2.1.1 Points in space

A point on a line (1-dimensional space) can be represented by a single number, when the space is endowed

with coordinates (i.e., a unit length is selected on the line).

A point in a plane (2-dimensional space) can be represented by a pair of numbers, when the space is

endowed with coordinates.

A point in a 3-dimensional space can be represented by a triple of numbers, when the space is en-

dowed with coordinates.

O x

(a)

x

y (x, y)

(b)

P (x, y)

x
y

z

(c)

Figure 2.1: (a) Point on a line; (b) Point in a plane; (c) Point in a 3-dimensional space.

Generically, a point P in n-dimensional space can be represented by an n-tuple of numbers,

(x1, x2, · · · , xn), where the numbers xi, i = 1, · · · , n, are called the coordinates of P .
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CHAP.2 INTRODUCTION TO VECTORS

§ 2.1.2 Vectors

Definition 2.1. A geometric vector£¥þ¤is a quantity that has both magnitude£��¤and direc-

tion£��¤.

Mathematically, a vector can be represented graphically in an n-dimensional space by a directed line

segment or arrow that has its tail at one point and the head at a second point:

a

Figure 2.2: Vector.

Two vectors are equal if they have the same magnitude and direction, regardless of their position in

space.*1

We use a lowercase bold letter (say, a) or a lowercase letter with vector symbol (say, ~a) to denote

a vector, as shown in Figure 2.2. The magnitude of the vector is denoted by |a|, while its direction

is expressed by â or a
|a| (see §2.4). When the space is endowed with coordinates, the vector is ex-

pressed by an ordered finite list of real numbers, denoted by a column£�¤


a1

a2

...

an

, where each number

ai, i = 1, · · · , n, is called a component£©þ¤of the vector.

O x

y

a1

a2 a

where a =

(
a1

a2

)
.

Figure 2.3: Components of a vector.

It is useful to introduce the concept of transpose£=�¤. For a column a =


a1

a2

...

an

, its transpose,

*1Pay full attention to the difference between geometric vectors and physical vectors. Geometrically, two vectors having

the same magnitude and direction are treated as same vectors, regardless of their initial positions in space. But physically, two

vectors which are geometrically same but have different initial points are treated as different two vectors. Sample physical

vectors include forces, velocities, momentum, etc..
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§2.1 Notations and basic concepts

denoted by aT , is a row£1¤

aT =
[
a1 a2 · · · an

]
; (2.1.1)

conversely, the column can also be regarded as the transpose of the row:

a =
[
a1 a2 · · · an

]T
=


a1

a2

...

an

 . (2.1.2)

A vector can also be expressed by its endpoints. For example, in Fig.2.4 the vector a is expressed by

its endpointsA andB as
−→
AB, whereA is called the initial point andB the terminal point. The components

of a can be read from the coordinates of the endpoints, by a =
(

4− 1 3− 1
)T

=
(

3 2
)T

.

A

B

a

1

1

4

3

Figure 2.4: Vector expressed by its endpoints.

Theorem 2.1. Two vectors
−→
AB and

−−→
CD are equal, if and only if their components are equal.

Proof: Apparent.

. Example 2.1. Let A = (2,−1),B = (4, 5),C = (3, 0) and D = (5, 6). Show that
−→
AB =

−−→
CD.

Solution:

Examining the x-components:
(−→
AB
)
x

= 4− 2 = 2,
(−−→
CD

)
x

= 5− 3 = 2;

Examining the y-components:
(−→
AB
)
y

= 5− (−1) = 6,
(−−→
CD

)
y

= 6− 0 = 6.

Specially, for a point P in space, its position vector£ �¥þ¤is given by
−→
OP where O denotes

the origin of the space:
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CHAP.2 INTRODUCTION TO VECTORS

O x

y

a1

a2 P
where the position vector of the point P (a1, a2) is

−→
OP =

(
a1

a2

)
.

Figure 2.5: Position vector of a point.

'

&

$

%

- Exercises 2.1.

1. The edges of the square �ABCD are marked by vectors
−→
AB,
−−→
AD,

−−→
BC and

−−→
DC, as shown.

A B

C C

True or false:

(i)
−→
AB =

−−→
BC; (ii)

−→
AB =

−−→
CD; (iii)

−−→
AD =

−−→
BC.

2. If |v| = 2, find |u| in each of the following cases.

(i) u = 3v; (ii) u = 1
2
v; (iii) u = −v; (iv) v = 3u.

§ 2.2 Addition and subtraction of vectors

§ 2.2.1 Vector addition

The addition of two vectors is conducted by means of the parallelogram law or the triangle law:

• Parallelogram law£²1o>/{K¤: Let a and b be two vectors. Put their initial points at a

same point O, such that a and b form the two adjacent sides of a parallelogram. Then the sum of

a and b, a + b, is represented both in magnitude and direction by the diagonal vector
−→
OP of the

parallelogram. See Fig.2.6(a).

• Triangle law£n�/{K¤: a + b can also be obtained by placing the initial point of b at the

terminal point a and connecting the very endpoints O and P . See Fig.2.6(b).
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§2.2 Addition and subtraction of vectors

O

A

B

P

a

b a + b

O

A

P

a

a + b b

Figure 2.6: (Left) Vector addition using the parallelogram law: a + b represents the sum of a and b,

which is obtained by placing the initial points of a and b at the same point O such that a + b is given by

the diagonal ~OP ; (Right) Vector addition using the triangle law: a + b represents the sum of a and b,

which is obtained by placing the initial point of b at the terminal point a, such that a + b is given by the

connection between the endpoints O and P .

In components, letting a and b be a =
(
a1 a2

)T
and b =

(
b1 b2

)T
respectively, their sum

a + b reads

a + b =
(
a1 + b1 a2 + b2

)T
. (2.2.1)

. Example 2.2. Let a =
(

3 2
)T

and b =
(

5 −1
)T

. Their sum reads

a + b =
(

3 + 5 2 + (−1)
)T

=
(

8 1
)T

.

Vector addition has the following properties:

• Commutative law£��Æ¤:

a + b = b + a; (2.2.2)

• Associative law£(ÜÆ¤:

(a + b) + c = a + (b + c) . (2.2.3)

+ [Aside]:
The sum of three and more vectors can be illustrated by means of the triangle law. See Fig.2.7.

O

P

a b

c
a + b + c

Figure 2.7: Addition of three vectors, a + b + c, using the triangle law.
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. Example 2.3. Let a =
(

3 2
)T

, b =
(

5 −1
)T

and c =
(
−3 2

)T
. Their sum reads

a + b + c =
(

3 + 5 + (−3) 2 + (−1) + 2
)T

=
(

5 3
)T

.

,

§ 2.2.2 Vector subtraction

The subtraction of two vectors is conducted as illustrated in Fig.2.8.

O

A

B

a

b

a− b

Figure 2.8: Vector subtraction: The difference between the vectors a and b, a−b, is given by a diagonal

of the parallelogram formed by a and b.

In components, letting a and b be a =
(
a1 a2

)T
and b =

(
b1 b2

)T
respectively, their differ-

ence a− b reads

a + b =
(
a1 − b1 a2 − b2

)T
. (2.2.4)

. Example 2.4. Let a =
(

3 2
)T

and b =
(

5 −1
)T

. Their difference reads

a− b =
(

3− 5 2− (−1)
)T

=
(
−2 3

)T
.

'

&

$

%

- Exercises 2.2. Draw the vectors a + b and a− b on each diagram.

a

b

a

b
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§2.3 Scalar multiplication and properties of vectors

§ 2.3 Scalar multiplication and properties of vectors

§ 2.3.1 Scalar multiplication

Vectors have three types of multiplications:

• scalar multiplication£ê¦§½Iþ¦È¤;

• dot product£:¦¤, also called inner product£SÈ¤or scalar product£IþÈ¤;

• cross product£�¦¤, also called outer product£	È¤or vector product£¥þÈ¤. *2

In this section we will introduce the first one; the last two will be introduced respectively in §§3.1 and

3.2.

Definition 2.2. A scalar£Iþ¤is a number. In this course a scalar is a real or complex number.

Examples of scalars in science and technology include quantities like mass, energy, etc..

Definition 2.3. Let k be a real number and a be an n-dimensional vector, a =
(
a1 a2 · · · an

)T
.

The scalar multiplication of a by k is defined by

ka = k
(
a1 a2 · · · an

)T
=
(
ka1 ka2 · · · kan

)T
. (2.3.1)

Notice: Scalar multiplication is to multiply a vector by a number, and the result is still a vector.

. Example 2.5. In physics, mass is a scalar and velocity is a vector. Suppose an object has a mass

m = 3kg, and its velocity is v =
(

2 1 3
)T

m/s. Then the momentum£Äþ¤of the object is given

by

P = mv = 3×


2

1

3

 =


6

3

9

 (kg ·m/s) .

§ 2.3.2 Properties of vectors

• Zero vector:

The zero vector 0 has zero length and points in every direction. For every vector a,

0 + a = a, a− a = a + (−1)a = 0. (2.3.2)

[Remark]:

Be alert to the difference between 0 and 0. The former is a number, but the latter a vector.

*2 The name “inner product” contrasts with the “outer product”. The former takes a pair of vectors as the input and produces

a scalar as the output; the latter takes a pair of vectors as the input but still produces a vector as the output. The names

scalar product and vector product arise from this.
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CHAP.2 INTRODUCTION TO VECTORS

• Negative vector:

The negative of a is defined as

−a = (−1)a, (2.3.3)

which has the same length as a, but pointing in the opposite direction.

If P and Q are points then
−→
PQ = −

−→
QP .

• If a and b are vectors and λ and µ are scalars, then

λ (µa) = (λµ) a, λ (a + b) = λa + λb, (λ+ µ) a = λa + µa;

− (−a) = a, 1a = a, (−λ)a = − (λa) . (2.3.4)

. Example 2.6. Let two vectors be a =

(
3

2

)
and b =

(
5

−1

)
and two numbers be λ = −2 and

µ = 4. Then,

−2×

[
4

(
3

2

)]
= (−2× 4)

(
3

2

)
=

(
−24

−16

)
,

−2

[(
3

2

)
+

(
5

−1

)]
= −2

(
3

2

)
− 2

(
5

−1

)
=

(
−16

−2

)
,

(−2 + 4)

(
3

2

)
= −2

(
3

2

)
+ 4

(
3

2

)
=

(
6

4

)
.

'

&

$

%

- Exercises 2.3.

1. Simplify the following vector expressions.

(i) 3a + 2b− 4
(
b + 1

2
a
)
; (ii) − (w − 6z)− 2w + v − 2z.

2. If |v| = 2, find |u| in each of the following cases.

(i) u = 3v; (ii) u = 1
2
v; (iii) u = −3v; (iii) v = −3u.

§ 2.4 Some important definitions and properties

Definition 2.4. Let a be a vector. The norm£��¤of a is defined as its magnitude |a|, which is a

scalar.

Definition 2.5. The direction of a, denoted as â (called “hat of a” or simply “a-hat”), is defined as the

ratio a
|a| , where |a| 6= 0.
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§2.4 Some important definitions and properties

Thus a vector a can be written as

a = |a| â. (2.4.1)

This captures precisely the idea of a being characterized by its length and direction.

The norm of the zero vector 0 is 0, and its direction is indeterminate£Ø½�¤.

Definition 2.6. Two nonzero vectors a and b are parallel vectors£²1¥þ¤if and only if a = λb

for some nonzero scalar λ.

If λ > 0, a and b are in the same direction; if λ < 0, a and b are in the opposite direction.

Definition 2.7. A unit vector£ü ¥þ¤is a vector of magnitude/norm 1.

A unit vector is usually used to represent a direction. The direction of a vector above, â is a unit

vector.

Definition 2.8. Suppose a 3-dimensional space is endowed with the x-, y- and z-axes, which are mutually

orthogonal£üü��¤. Usually we use i, j and k to be the 3 unit vectors pointing in the positive x-,

y- and z-axes.

Definition 2.9. A vector a =
(
a1 a2 a3

)T
, with the x-, y- and z-components being a1, a2 and a3

respectively, can be expressed as

a = a1i + a2j + a3k. (2.4.2)

This is called the Cartesian form of the vector a£(k�/ª½��/ª¤. See Fig.2.9 below.

O

x

y

z

i
j

k

a1

a2

a3

P (a1, a2, a3)

r

Figure 2.9: Projection onto coordinate axes.

Definition 2.10. Let a = a1i + a2j + a3k. The norm/length of a is given by

|a| =
√
a2

1 + a2
2 + a2

3, (2.4.3)
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CHAP.2 INTRODUCTION TO VECTORS

in the light of the Pythagoras theorem£.�x.d½n§¥I¡��½n¤. In terms of |a|, the unit

vector â is obtained by

â =
a

|a|
=

1√
a2

1 + a2
2 + a2

3

(a1i + a2j + a3k) . (2.4.4)

A position vector
−→
OP =

(
a b c

)T
can be written as

−→
OP = ai + bj + ck. (2.4.5)

And now we are able to conduct component-wise operations to vectors. Let a = a1i + a2j + a3k and

b = b1i+ b2j+ b3k be two vectors, and λ a scalar. To add, subtract or negate the vectors, we simply add,

subtract or negate their respective components:

a± b = (a1 ± b1) i + (a2 ± b2) j + (a3 ± b3)k, (2.4.6)

−a = −a1i− a2j− a3k. (2.4.7)

To multiply a vector by a scalar, we simply multiply each component by the scalar:

λa = λa1i + λa2j + λa3k. (2.4.8)

From (2.4.8) it is easy to prove that

|λa| = |λ| |a| . (2.4.9)

Definition 2.11. Let P (a1, b1, c1) and Q (a2, b2, c2) be two points in space. Then

−→
PQ = (a2 − a1) i + (b2 − b1) j + (c2 − c1)k. (2.4.10)

The distance between the two points P and Q is defined as the length of the vector
−→
PQ:∣∣∣−→PQ∣∣∣ =

√
(a2 − a1)2 + (b2 − b1)2 + (c2 − c1)2. (2.4.11)

§ 2.4.1 Linear independence

Definition 2.12. In the n-dimensional space Rn, a set of k nonzero vectors, a1, a2, · · · , ak (k ≤ n), are

called linearly independent£�5Õá¤if and only if the vector equation

λ1a1 + λ2a2 + · · ·+ λkak = 0, λ1, λ2, · · · , λk ∈ R, (2.4.12)

holds when the scalar coefficients λ1 = λ2 = · · · = λk = 0. Otherwise, the vectors a1, a2, · · · , ak are

called linearly dependent£�5�6¤.

In R2, the linear independence of two nonzero vectors a and b

λa + ρb = 0, λ, ρ ∈ R, (2.4.13)

implies a and b are not parallel.
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§2.4 Some important definitions and properties

. Example 2.7. Consider three vectors a1 = i + 2j − k, a2 = −i + j and a3 = i + 3j − k in R3. To

determine the linear independence or dependence we have to investigate the solutions of λ1, λ2, λ3 to the

equation

λ1a1 + λ2a2 + λ3a3 = λ1 (i + 2j− k) + λ2 (−i + j) + λ3 (i + 3j− k)

= (λ1−λ2 + λ3) i + (2λ1+λ2 + 3λ3) j + (−λ1 − λ3)k = 0.

The coefficients of i, j and k should vanish separately, hence
λ1−λ2 + λ3 = 0,

2λ1+λ2 + 3λ3 = 0,

−λ1 − λ3 = 0.

The solutions are λ1=λ2 = λ3 = 0, meaning that a1, a2, a3 are linearly independent.

Theorem 2.2. Let a1, a2, · · · , ak be a set of k nonzero vectors in the n-dimensional space Rn, k ≤ n.

Then, a1, a2, · · · , ak are linearly independent if and only if any one of this set, ap say, cannot be

expressed by a linear combination of the other vectors, a1, · · · , ap−1, ap+1, · · · , ak.

This theorem is very important. In this regard, when we say a set of vectors are linearly independent, we

are equivalently saying that any vector cannot be expressed by a linear combination of the other vectors.

Proof:

1. Sufficiency: Suppose a1, a2, · · · , ak are a set of linearly independent nonzero vectors, namely,

λ1a1 + λ2a2 + · · · + λkak = 0 yields λ1 = · · · = λk = 0. To prove the sufficiency, we assume

conversely that there exists a vector ap that can be linearly expressed by the other vectors,

ap = ρ1a1 + · · ·+ ρp−1ap−1 + ρp+1ap+1 + · · ·+ ρkak, (2.4.14)

where there exists at least one λl 6= 0, l = 1, · · · , p− 1, p+ 1, · · · , k. Then rearranging the terms

of (2.4.14) leads to

ρ1a1 + · · ·+ ρp−1ap−1 + ρp+1ap+1 + · · ·+ ρkak − ap = 0,

which contradicts the above given condition that all the coefficients should vanish, λ1 = · · · = λk = 0.

Hence the above assumption does not hold.

2. Necessity: Suppose λ1a1 + λ2a2 + · · ·+ λkak = 0 implies λ1 = · · · = λk = 0. To prove that any

one of a1, · · · , ak cannot be able to be expressed by other vectors of the set, we conversely assume
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CHAP.2 INTRODUCTION TO VECTORS

there exist at least two λl, λp 6= 0, l = 1, · · · , k.*3 Thus rearranging the terms we have

−λlal = · · ·+ λpap + · · · , thus al = · · · − λp
λl

ap + · · · .

There exists at least one coefficient −λp
λl
6= 0, which means al can be linearly expressed by the

other vectors a1, · · · , al−1, al+1, · · · , ak. This contradicts the requirement that any al cannot be

linearly expressed by other vectors. Hence the above assumption does not hold.

'

&

$

%

- Exercises 2.4.

1. Let P be the point (3, 1,−2) andQ the point (4,−2, 5) in space. The origin (0, 0, 0) is denoted by

O. Let i, j and k be, as usual, the unit vectors in the positive x-, y- and z-directions, respectively.

(i) Write down the position vectors
−→
OP and

−→
OQ in terms of i, j and k.

(ii) Write down the displacement vector
−→
PQ in terms of i, j and k.

(iii) Write down the coordinates of the point R such that
−→
OR =

−→
PQ.

2. Given that

a = 2i− j + 2k,b = i + j− k, c = 3i− 4k,

find

(i) a + b; (ii) a + 3b− 2c; (iii) |a|; (iv) â; (v) ĉ.

*3If there is only one coefficient λl 6= 0, i.e., λ1a1 + · · ·+ λkak = λlal = 0, then the coefficient λl must be zero, since al

is nonzero. This contradicts the precondition λl 6= 0. Hence it should be supposed that at least two coefficients λl, λρ 6= 0.
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Chapter 3 Dot product and cross product

§ 3.1 Dot product

Dot product is also called inner product or scalar product. “Inner” and “scalar” refer to the fact that the

output of a pair of input vectors is a scalar, which is thought to be a degenerated£òz�¤vector in a

sense. This is in contrast with the outer product (also known as cross product) of §3.2, where the output

of a pair of input vectors produces another vector.

§ 3.1.1 Algebraic definition of dot product

Definition 3.1. Let a = a1i + a2j + a3k and b = b1i + b2j + b3k be two vectors in 3 dimensions. The

inner product of a and b is defined as

a · b = a1b1 + a2b2 + a3b3. (3.1.1)

Notice:

• The output of a dot product is a scalar.

• In 2 dimensions, the inner product of a = a1i + a2j and b = b1i + b2j is defined as

a · b = a1b1 + a2b2. (3.1.2)

Properties:

1. Zero vector:

0 · a = 0. (3.1.3)

2. Unit vectors:

i · j = j · k = k · i = 0, i · i = j · j = k · k = 1. (3.1.4)

3. Commutativity:

a · b = b · a. (3.1.5)

Proof:

a · b = a1b1 + a2b2 + a3b3 = b1a1 + b2a2 + b3a3 = b · a. (3.1.6)
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CHAP.3 DOT PRODUCT AND CROSS PRODUCT

4. Distributivity:

a· (b + c) = a · b + a · c, (b + c) · a = b · a + c · a. (3.1.7)

Proof:

(b + c) · a = (b1 + c1) a1 + (b2 + c2) a2 + (b3 + c3) a3

= b1a1 + c1a1 + b2a2 + c2a2 + b3a3 + c3a3 = b · a + c · a.

. Example 3.1. Let a = 2i + 3j and b = −i + 4j. Thus

a · b = 2× (−1) + 3× 4 = 10.

. Example 3.2. Let a = −1
2
i +

√
3

2
j and b = i. Thus

a · b =

(
−1

2

)
× 1 +

√
3

2
× 0 = −1

2
.

. Example 3.3. The inner product of two nonzero vectors could be zero.

For example, let a = i− 2j + 2k and b = 2i + 5j + 4k. Thus

a · b = 1× 2 + (−2)× 5 + 2× 4 = 0.

Definition 3.2. The norm of a vector a can also be defined as

|a| =
√
a · a =

√
a1a1 + a2a2 + a3a3. (3.1.8)

This agrees to the definition of norm in Definition 2.10.

. Example 3.4. Suppose the vector

a =
(

1235, 985, 1050
)T

holds four prices expressed in Euros, British pounds and Australian dollars, respectively. On a particular

day, we know that the exchange rates of currency£®Ç¤are

1 Euro = $1.46420, 1 British pound = $1.83637,

1 Australian dollar = $0.83580.

How can we use vectors to find the total of the four prices in US dollars?
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§3.1 Dot product

Arithmetically, we can calculate the total US dollars as follows:

Total = 1235× 1.46420 + 985× 1.83637 + 1050× 0.83580 = $4494.70.

We can interprete this answer as the result of combining two vectors — one holding the original prices

and the other carrying the currence conversion rates — in a way that multiplies the vectors’ corresponding

components and then adds the resulting products:

Total =

Price vector︷ ︸︸ ︷
(1235i + 985j + 1050k) ·

Exchange rate vector︷ ︸︸ ︷
(1.46420i + 1.83637j + 0.83580k)

= 1235× 1.46420 + 985× 1.83637 + 1050× 0.83580 = $4494.70︸ ︷︷ ︸
Total price (a scalar)

.

§ 3.1.2 Geometric definition of dot product

Definition 3.3. Let a and b be two vectors and θ the angle between them. The dot product of a and b is

defined as

a · b = |a| |b| cos θ. (3.1.9)

This geometric definition is as illustrated in Fig.3.1.

P

A

B

a

b

θ

Figure 3.1: Geometric definition of inner product.

. Example 3.5. In the polar coordinate system, there are two vectors a =
(
2, π

6

)
= 2

(
cos π

6
i+ sin π

6
j
)

and b =
(
3, π

3

)
= 3

(
cos π

3
i+ sin π

3
j
)
. The dot product between a and b is

a · b = 2× 3 cos
(π

3
− π

6

)
= 6 cos

π

6
= 3
√

3.

+ [Aside]:

The algebraic and geometric definitions of dot product are equivalent. This can be demonstrated as follows.
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P

A

B

|a|

|b|
|a− b|

θ

Figure 3.2: Proof of equivalence between algebraic and geometric definitions of dot product.

Let a and b be two vectors in 2 dimensions, a = a1i + a2j and b = b1i + b2j, and θ the angle between a and

b, as shown in Fig.3.2. Let a = |a|, b = |b| and c = |a− b|. On the one hand, the algebraic definition reads

a · b = a1b1 + a2b2.

On the other hand, the geometric definition reads a · b = ab cos θ. Using the cosine rule in trigonometry we have

2ab cos θ = a2 + b2 − c2

=
(
a2

1 + a2
2

)
+
(
b21 + b22

)
−
[
(b1 − a1)2 + (b2 − a2)2

]
= 2a1b1 + 2a2b2,

i.e., a · bgeometric = ab cos θ = a1b1 + a2b2 = a · b algebraic .

,

Definition 3.4. The intersection angle θ between a and b can be computed by

cos θ =
a · b
|a| |b|

, (3.1.10)

where a · b is computed by means of the algebraic definition of a · b.

. Example 3.6. Let us re-consider Example3.2 by means of the geometric definition of dot product.

The angle between a = −1
2
i +

√
3

2
j and b = i is

cos θ =
a · b
|a| |b|

=

(
−1

2
i +

√
3

2
j
)
· i√(

−1
2

)2
+
(√

3
2

)2

× 1

= −1

2
, hence θ =

2π

3
.

There are some special cases:

• The above definition of norm, |a|2 = a · a, is a special case of intersection angle θ = 0, since a

vector a is parallel to itself.

• The inner product of two vectors is zero means their intersection angle is π
2
, i.e., they are orthogonal

to each other.
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§3.1 Dot product

. Example 3.7. Let us re-consider the above Example3.3, where a = i−2j+2k and b = 3i+5j+4k.

The angle between them is given by

cos θ =
a · b
|a| |b|

= 0, hence θ =
π

2
.

From the above property (3.1.4) one can see that the mutual intersection angles between the unit

vectors i, j and k are π
2
, hence the x-, y- and z-axes form an orthonormal frame£��Ie¤.

. Example 3.8. Inner product has wide applications in science and technology. For instance, in physics

the quantity work£õ¤is defined as

w = f · s, (3.1.11)

where f is a force£å¤applied on an object and s the displacement£ £¤of the object. w, which is

a scalar, is the work of f along s, as show in Fig.3.3.

P s

f

θ

Figure 3.3: Application of inner product in physics — definition of work : A force f is exerted upon a body

at the point P . The displacement of the body is s. Then the work of f along s is defined as w = f · s.

§ 3.1.3 Projection of vector

Let a = a1i + a2j + a1k be a vector. a1, a2 and a3 can be regarded as the inner products between a and

the unit vectors of the x-, y- and z-axis, i, j and k, respectively:

a1 = a · i = |a| cosα, a2 = a · j = |a| cos β, a3 = a · k = |a| cos γ, (3.1.12)

where α, β and γ are the intersection angles between a and the x-, y- and z-axis, as shown in Fig.3.4.

We call a1 the scalar component£Iþ©þ§½{¡©þ¤of a onto the i direction, and a1i the

corresponding vector projection£¥þÝK§½{¡ÝK¤. Similarly, a2 the scalar component

onto the j direction and a2j the corresponding projection, and a3 that onto the k direction, and a3k the

corresponding projection.
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O

x

y

z

i
j

k

a1

a2

a3

P (a1, a2, a3)

a

α
β

γ

Figure 3.4: Projection of a vector onto coordinate axes: For a vector a = a1i + a2j + a1k, its intersection

angle with the x-axis is denoted as α, that to the y-axis is β, and that to the z-axis is γ. The scalar

components of a are a1 = |a| cosα, a2 = |a| cosβ, a3 = |a| cos γ. The corresponding vector projections

are a1i, a2j and a3k, respectively.

Generally speaking, we have the following definitions for scalar component, vector projection and

vector component of a vector orthogonal to another vector.

Definition 3.5. The scalar component of a vector a onto another vector b is defined as

a‖ = a · b̂ = a · b

|b|
, (3.1.13)

where b̂ = b
|b| is the unit vector of b (see Fig.3.5). The corresponding vector projection is defined as

a‖b̂ =

(
a · b

|b|

)
b

|b|
=

a · b
|b|2

b. (3.1.14)

Definition 3.6. In 2 dimensions, the vector component of a orthogonal to b is defined as the difference

between a and its vector projection onto b (see Fig.3.5):

a⊥b̂⊥ = a− a‖b̂ = a− a · b
|b|2

b, (3.1.15)

where b̂⊥ is the unit direction orthogonal to b.

It is easy to check that a⊥b̂⊥ is perpendicular£R�u¤to b:

(
a⊥b̂⊥

)
· b = a · b− a · b

|b|2
|b|2 = 0.
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a

ba‖

b̂

a⊥

b̂⊥

O x

y

Figure 3.5: Projection of a vector onto another vector: Let a and b be two vectors in 2 dimensions. The

direction of b is represented by the unit vector b̂, and the direction orthogonal to b is represented by

the unit vector b̂⊥. The scalar component of a onto b is denoted by a‖, with the corresponding vector

projection being a‖b̂. The vector component of a orthogonal to b is denoted by a⊥b̂⊥.

. Example 3.9. In physics, the work w = f · s = |f | |s| cos θ can be thought of as |s| times the scalar

component of f onto s:

w = f · s = f‖ |s| = (|f | cos θ) |s| . (3.1.16)

§ 3.1.4 Two important inequalities

In terms of the dot product we can prove the following two important inequalities£Ø�ª¤.

1. Edges of triangle:

|a + b| ≤ |a|+ |b| . (3.1.17)

a b

a + b

Proof:
First, both |a + b| and |a|+ |b| are positive numbers. Second, let the angle between a and b be θ.

Then

|a + b|2 = (a + b) · (a + b) = |a|2 + |b|2 + 2a · b,

(|a|+ |b|)2 = |a|2 + |b|2 + 2 |a| |b| .

|a + b|2 − (|a|+ |b|)2 = 2 (a · b− |a| |b|) = 2 |a| |b| (cos θ − 1) ≤ 0.

Hence

|a + b| ≤ |a|+ |b| .
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CHAP.3 DOT PRODUCT AND CROSS PRODUCT

2. Cauchy-Schwarz inequality£�Ü-��]Ø�ª¤:

|a · b| ≤ |a| |b| . (3.1.18)

Proof:

|a · b| = |a| |b| |cos θ| . Since |cos θ| ≤ 1, there is |a · b| ≤ |a| |b| .

'
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- Exercises 3.1.

1. Given that

u = 2i− j + k,v = i− 2j + 2k,w = 3i− k,

find

(i) u · v (ii) u ·w (iii) v ·w (iv) u · u (v) v · v (vi) w ·w

(vii) |u| (viii) |v| (ix) |w| (x) u · (v + w) (xi) u · (v −w)

2. Let u, v and w be as in the previous exercise. Let α be the angle between u and v, β be the

angle between u and w, and γ the angle between v and w. Find

(i) cosα; (ii) cos β; (iii) cos γ.

3. Given that

a = 2i− j + 2k,b = i + j− k, c = 3i + 6j,

determine whether the following are true or false:

(i) The angle between a and b is acute£b�¤.

(ii) The angle between b and c is acute.

(iii) The vectors a and c are mutually perpendicular.

(iv) The angle between the vectors a + b and b− c is obtuse£ð�¤.

§ 3.2 Cross product

Cross product, also called outer product and vector product, is another multiplication of vectors in 3

dimensions. Similar as dot product, it also has both algebraic and geometric definitions.
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§3.2 Cross product

§ 3.2.1 Algebraic definition of cross product

Definition 3.7. Let a = a1i + a2j + a3k and b = b1i + b2j + b3k be two vectors in 3 dimensions. The

cross product of them is defined as

a× b = (a2b3 − a3b2) i + (a3b1 − a1b3) j + (a1b2 − a2b1)k. (3.2.1)

In terms of the language of determinants£1�ª¤(see Chapter 2 of General Reference Textbook [3]),

(3.2.1) can be expressed as

a× b =

∣∣∣∣∣∣∣∣
i j k

a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣∣∣ = i

∣∣∣∣∣ a2 a3

b2 b3

∣∣∣∣∣− j

∣∣∣∣∣ a1 a3

b1 b3

∣∣∣∣∣+ k

∣∣∣∣∣ a1 a2

b1 b2

∣∣∣∣∣ . (3.2.2)

Cross product has the following properties: Let a,b and c be vectors in 3 dimensions, and λ a scalar.

1. Anti-commutativity£�é´5¤:

a× b = −b× a. (3.2.3)

Notice: Pay full attention to this unusual property!

A natural corollary is

a× a = 0. (3.2.4)

2. Distributivity:

a× (b + c) = a× b + a× c. (3.2.5)

3. Scalar multiplication:

λ (a× b) = (λa)× b = a× (λb) . (3.2.6)

The unit vectors of the x-, y- and z-axes, i, j and k, form a right handed set£mÃX¤, as shown in

Fig.3.6.

Figure 3.6: Right handed set formed by the unit vectors i, j and k.
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Noticing that |i| = |j| = |k| = 1 and they are mutually orthogonal, their cross products are given by

i× i = j× j = k× k = 0; (3.2.7)

i× j = −j× i = k, j× k = −k× j = i, k× i = −i× k = j. (3.2.8)

In terms of (3.2.7) and (3.2.8) one can easily prove (3.2.1):

Proof:

a× b = (a1i + a2j + a3k)× (b1i + b2j + b3k)

= a1b1i× i + a1b2i× j + a1b3i× k + a2b1j× i + a2b2j× j + a2b3j× k

+a3b1k× i + a3b2k× j + a3b3k× k

= a1b2k− a1b3j− a2b1k + a2b3i + a3b1j− a3b2i

= (a2b3 − a3b2) i + (a3b1 − a1b3) j+ (a1b2 − a2b1)k.

. Example 3.10.

(2i + 3j + 4k)× (5i + 6j + 7k)

= (3× 7− 4× 6) i + (4× 5− 2× 7) j+ (2× 6− 3× 5)k = −3i + 6j− 3k.

§ 3.2.2 Geometric definition of cross product

Definition 3.8. Let a and b be two vectors in 3 dimensions, and the angle between them be θ. Their cross

product reads

a× b = |a| |b| sin θ ĉ, (3.2.9)

where the unit vector ĉ, denoting the direction of a×b, points upwards and is perpendicular to the plane

which contains a and b, as shown in Fig.3.7.

Notice: When deciding the direction of a× b, we are using the Right-hand rule£mÃ½K¤.

a b

a× b

θ

Figure 3.7: Geometric definition of cross product. Left : directions of a, b and a× b. Right : the so-called

right-hand rule used in deciding the direction of a×b. The right-hand rule is also known as the right-hand

grip rule and the corkscrew-rule. It says that when you wrap your right hand by rotating the fingers from

the vector a to the vector b, your thumb points in the direction of a× b.
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§3.2 Cross product

. Example 3.11. Suppose a 3-dimensional space is endowed with the cylindrical coordinates£Î�

I¤(ρ, θ, z). Let a and b be two vectors in the z = 0 plane,

a =
(

6,
π

3
, 0
)
,b =

(
4,
π

6
, 0
)
.

Then their cross product is given by

a× b =
(

0, 0, 4× 6 sin
(π

6
− π

3

))
= (0, 0,−12) . (3.2.10)

+ [Aside]:

The geometric and algebraic definitions of cross product are equivalent.

Proof:
The complete proof for the generic case is tedious. The reader is encouraged to accomplish it by him/herself.

In following we only examine a special case for the purpose of demonstrating the key step in the proof.

Let a and b be two vectors in the z = 0 plane in 3 dimensions,

a = a1i + a2j, b = b1i + b2j,

and the angle between them is denoted by θ, as shown in Fig.3.8.

a

b

b′

θ

α

Figure 3.8: Proof of equivalence between geometric and algebraic definitions of cross product: a and b

are two vectors and θ the angle in between them. b′ is an introduced auxiliary vector. Let the component

form of b be b = b1i+ b2j; then b′ reads b′ = b2i− b1j. The b′ has the same norm as b, but is orthogonal

to b. The angle in between a and b′ is α, complementary to θ.

• Algebraic definition: (3.2.1) gives

a× b = (a1b2 − a2b1)k, noticing a3 = b3 = 0. (3.2.11)

• Geometric definition: The direction of a × b is undoubtedly the one towards the positive z-axis direction

represented by k. As far as the magnitude of a× b is concerned, we have

|a× b| = |a| |b| sin θ. (3.2.12)
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In order to prove that (3.2.12) may reproduce the magnitude of (3.2.11), a1b2 − a2b1, we appeal to re-

expressing the factor sin θ. Let us introduce an auxiliary vector b′ as

b′ = b2i− b1j.

It is easy to check that b′ has the same norm as b but is perpendicular to b, as shown in Fig.3.8:

∣∣b′∣∣ =
√
b21 + b22 = |b| , b′ · b = (b2i− b1j) · (b1i + b2j) = 0.

Apparently the angle between b′ and a is α, the complementary angle of θ, which has sin θ = cosα. Thus,

(3.2.12) turns to be

|a× b| = |a|
∣∣b′∣∣ cosα = |a× b| = a · b′.

But on the other hand

a · b′ = (a1i + a2j) · (b2i− b1j) = a1b2 − a2b1,

hence

|a× b| = a1b2 − a2b1,

which completes the proof.

,

. Example 3.12. Let us re-examine Example 3.11 above computed by using the geometric definition.

The vector a =
(
6, π

3
, 0
)

in cylindrical coordinates can be rewritten in the Cartesian coordinates£��

�I¤as

a = 6 cos
π

3
i + 6 sin

π

3
j = 3i + 3

√
3j.

Similarly, b =
(
4, π

3
, 0
)

has the Cartesian form

b = 4 cos
π

6
i + 4 sin

π

6
j = 2

√
3i + 2j.

Therefore, in the light of the algebraic definition,

a× b =
(

3× 2− 3
√

3× 2
√

3
)
k = −12k,

in agreement to the result (3.2.10) computed in terms of the geometric definition.
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§3.2 Cross product

§ 3.2.3 Application of cross product

Areas of parallelogram and triangle

Cross product is easy to use in computing the area of a parallelogram. Let �OACB be a parallelogram

in 2 dimensions, of which two adjacent sides, OA and OB, are denoted by two vectors a and b, with the

intersection angle being θ, as shown in the left of Fig.3.9. Geometrically, the area of the parallelogram

can be given by the cross product of a and b:

S�OACB = base · height = OA ·BH

= OA OB sin θ = |a× b| . (3.2.13)

O A

B C

H

a

b

θ
O A

B

a

b

θ

Figure 3.9: Computations of areas of parallelogram and triangle in terms of cross product: Left (parallel-

ogram): The vectors a and b are adjacent sides of a parallelogram. The angle between a and b is θ. The

area of the parallelogram reads |a× b|; Right (triangle): Similarly, the area of a triangle reads 1
2 |a× b|.

Similarly, let ∆OAB be a triangle, and two of its sides are shown by two vectors a and b with their

intersection angle θ, as shown in the right of Fig.3.9. The area of ∆OAB is given by the cross product

of a and b:

S∆OAB =
1

2
|a| |b| sin θ =

1

2
|a× b| . (3.2.14)

Cross product has wide applications in physics too, as demonstrated by the following two examples.

Torque

Suppose a particle is located at position r relative to its axis of rotation. When a force f is applied to the

particle, only the perpendicular component f⊥ produces a torque£åÝ¤. This torque τ = r × f has

magnitude |τ | = |r| |f | sin θ and is directed outward from the page, as shown in Fig.3.10.
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f

r

f‖
f⊥

θ

τ

Figure 3.10: Definition of torque in physics.

Lorentz force

Suppose B is a magnetic field£^|¤pointing into the page, denoted by ×. A particle with charge +q

moves in this field with instantaneous velocity£]��Ý¤v perpendicular to B. Then a force, the

so-called Lorentz force£âÔ[å¤,

f = qv ×B (3.2.15)

will act on the particle, so that the particle will move along a circular trajectory£;,¤, as shown in

Fig.3.11.

× × × ×

× × × ×

× × × ×

⊗ B — magnetic field
+q

f

v

Figure 3.11: Lorentz force in physics.
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'

&

$

%

- Exercises 3.2.

1. Write down

(i) i× j (ii) 2i× 3j (iii) i× (−4j) (iv) j× i (v) j× (−4i)

(vi) j× k (vii) k× k (viii) k× (−k) (ix) (−k)× i (x) (−k)× (−j)

(xi) k× (i + k) (xii) (3j− k)× 2j (xiii) (j− k)× (k + j)

2. Evaluate

(i) i× (i + j + k) (ii) (i + j + k)× (2i + k)

(iii) (2i + 4j− 3k)× (2i− 3i + 4k) (iv) (i− j + 3k)× (3i + i− k)

3. Given that

a = 2i− j + 2k, b = i + j− k,

find

(i) |a| (ii) |b| (iii) a× b (iv) |a× b|

(v) the sine of the angle between a and b.
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Chapter 4 Applications of vectors

In Chapters 2 and 3 we learnt definitions and properties of vectors, as well as scalar multiplication, dot

product and cross product of vectors. In this chapter we will have a chance to see some of their applica-

tions in geometry, including equations of lines and planes and scalar triple product in 3 dimensions.

§ 4.1 Equations of straight lines in 3 dimensions

In §2.3.1 we learnt scalar multiplication of vectors, which will be used in this section to derive equations

of straight lines. See Fig.4.1.

O

r0
rr− r0

l
v

r0 = r0 (x0, y0, z0)

r = r (x, y, z)

v = v (a, b, c)

Figure 4.1: A straight line l in 3-dimensions: r0 (x0, y0, z0) is a fixed point on l, and r (x, y, z) a running

point on l. v (a, b, c) is a vector parallel to l.

Consider a straight line l in 3-dimensions. Let r0 (x0, y0, z0) be a fixed point on l, and v (a, b, c) a

vector parallel to l. Then for any point on l other than r0, denoted by r (x, y, z), its displacement from r0

should be proportional to v:

r− r0 = tv, t ∈ R. (4.1.1)

Apparently, when the parameter t running out all values in R, the moving point r travels along the whole

line. Hence (4.1.1) gives an equation of the line l. Usually we rewrite (4.1.1) as

r = r0 + tv (t ∈ R) , (4.1.2)

which is called the (parametric) vector equation of the straight line£���¥þ�§¤, with t being

the parameter.
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Given that r0, r and v have component forms,

r0 = x0i + y0j + z0k, r = xi + yj + zk, v = ai + bj + ck, (4.1.3)

(4.1.2) reads

xi + yj + zk = (x0 + ta) i + (y0 + tb) j + (z0 + tc)k. (4.1.4)

This immediately leads to the following component form
x = x0 + ta,

y = y0 + tb,

z = z0 + tc,

t ∈ R. (4.1.5)

(4.1.5) is called the (parametric) scalar equation or component equation of the straight line£���I

þ�§¤.

Furthermore, from (4.1.5) we can eliminate the parameter t and obtain

x− x0

a
=
y − y0

b
=
z − z0

c
. (4.1.6)

(4.1.6) is called the Cartesian equation of the line£���(k��§¤.

. Example 4.1. Find the parametric vector equation, scalar equation and the cartesian equation of the

line passing through (1, 3,−2) and parallel to 5i− 7j + 3k.

Solution: The position vector of the given point is r0 = i+3j−2k, and the direction vector is 5i−7j+3k.

The parametric vector equation of the line is thus

r = (i + 3j− 2k) + t (5i− 7j + 3k) , t ∈ R.

In components the above expression is given by

xi + yj + zk = (1 + 5t) i + (3− 7t) j+ (−2 + 3t)k,

which leads to the scalar equation of the line:
x = 1 + 5t,

y = 3− 7t,

z = −2 + 3t,

t ∈ R.

Eliminating the parameter t, we obtain the Cartesian equation of the line:

x− 1

5
=
y − 3

−7
=
z + 2

3
.
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. Example 4.2. (“Two-point” equation of a straight line £���ü:ª�§¤) Find the

parametric vector and the cartesian equations of the line passing through A (7, 4, 2) and B (8, 6, 5).

Solution: Let us choose the fixed point to be A (7, 4, 2). For the direction vector it is computed as

−→
AB = (8− 7) i + (6− 4) j+ (5− 2)k = i + 2j+3k.

Thus the parametric vector equation of the line is

r = (7i + 4j + 2k) + t (i + 2j+3k) , t ∈ R.

In components this equation is given by

xi + yj + zk = (7 + t) i + (4 + 2t) j+ (2 + 3t)k, t ∈ R,

so the parametric equation of the line is
x = 7 + t,

y = 4 + 2t,

z = 2 + 3t,

t ∈ R.

And the cartesian equation reads

x− 7 =
y − 4

2
=
z − 2

3
.

There are some special cases for the equations of lines:

• If one of the components a, b and c of the direction vector v vanishes — say, c = 0 and a, b 6= 0 —

eq.(4.1.6) becomes
x− x0

a
=
y − y0

b
, z = z0, (4.1.7)

which gives a line lying in a plane parallel to the xy plane, z = z0.

• If two of a, b and c vanish — say, a, b = 0 and c 6= 0 — eq.(4.1.5) becomes

x = x0, y = y0, z = z0 + tc, t ∈ R, (4.1.8)

t being a parameter. This gives a line parallel to the z-axis and passing through the point (x0, y0, z0).

�
�

�
�

- Exercises 4.1. Find parametric vector, parametric scalar and Cartesian equations of the line

passing through the point (2, 3, 5) in the direction of i + 3j− k.
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§ 4.2 Equations of planes in 3 dimensions

In this section we will derive equations of planes with the aid of dot and cross products.

Let Σ be a plane in 3 dimensions and r0 a point on it. Let v, a non-zero vector, denote the normal

vector of Σ£²¡�{¥þ¤; that is, v be a vector perpendicular to Σ. From high school geometry

we know that v is perpendicular to any line within the plane.

x

y

z

r0

r

Σ

v

Figure 4.2: Using a point and a vector to determine a plane: Let Σ be a plane in 3 dimensions. r0 is fixed

a point on Σ, and v a non-zero vector pointing in the normal direction of Σ (that is, v is perpendicular to

any line residing within the plane). r is a moving point in Σ.

Consider a moving point r on Σ. r − r0 is a vector lying within the plane, hence it should be

perpendicular to the normal vector v. This can be expressed by means of dot product as

(r− r0) · v = 0. (4.2.1)

When r moving over the whole Σ, eq.(4.2.1) gives the vector equation of the plane Σ£²¡�¥þ�

§¤.

Writing the vectors in components, r0 = r0 (x0, y0, z0) , r = r (x, y, z) ,v = v (a, b, c), we have

[(xi + yj + zk)− (x0i + y0j + z0k)] · (ai + bj + ck) = 0, (4.2.2)

which simplifies to

a (x− x0) + b (y − y0) + c (z − z0) = 0. (4.2.3)

Eq.(4.2.3) is called the Cartesian equation of the plane£²¡�(k��§¤. Usually (4.2.3) is given

by

ax+ by + cz = d, where d = ax0 + by0 + cz0. (4.2.4)

There are some special cases for the equations of planes:

• If one of the components a, b and c of the normal vector v vanishes — say, c = 0 and a, b 6= 0 —

eq.(4.2.4) becomes

ax+ by = d, (4.2.5)

which gives a plane parallel to the z-axis.
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• If two of a, b and c vanish — say, a, b = 0 and c 6= 0 — eq.(4.2.4) becomes

z =
d

c
, (4.2.6)

which gives a plane parallel to the xy-plane.

• If d = 0 and a, b, c 6= 0, eq.(4.2.4) becomes

ax+ by + cz = 0, (4.2.7)

which gives a plane passing through the origin (0, 0, 0).

. Example 4.3. Find the vector equation and the Cartesian equation of the plane passing through

(1, 3,−2) and perpendicular to 5i− 7j + 3k.

Solution: The position vector of the given point is

r0 = i + 3j− 2k.

The vector equation of the plane reads

[r− (i + 3j− 2k)] · (5i− 7j + 3k) = 0

or

[(x− 1) i + (y − 3) j + (z + 2)k] · (5i− 7j + 3k) = 0.

Expanding the scalar product produces the Cartesian equation

5 (x− 1)− 7 (y − 3) + 3 (z + 2) = 0, or 5x− 7y + 3z + 22 = 0.

+ [Aside]:

We can also derive the “three-point” equation of a plane £²¡�n:ª�§¤(see Fig.4.3). Let r0, r1

and r2 be three points in the 3 dimensional space. To obtain the equation passing through the three points we need

a point in the plane and a normal vector v of the plane. We can choose O to be the very point without loss of

generality; for the normal vector v, let us appeal to cross product. Namely, noticing v is perpendicular to any line

within the plance, we have

r1 − r0 = (x1 − x0) i+ (y1 − y0) j+ (z1 − z0)k,

r2 − r0 = (x2 − x0) i+ (y2 − y0) j+ (z2 − z0)k, (4.2.8)
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and therefore

v = (r1 − r0)× (r2 − r0) =

∣∣∣∣∣∣∣∣
i j k

x1 − x0 y1 − y0 z1 − z0

x2 − x0 y2 − y0 z2 − z0

∣∣∣∣∣∣∣∣ . (4.2.9)

Then the vector equation of the plane is achieved

(r− r0) · v = ((x− x0) i+ (y − y0) j+ (z − z0)k) ·

∣∣∣∣∣∣∣∣
i j k

x1 − x0 y1 − y0 z1 − z0

x2 − x0 y2 − y0 z2 − z0

∣∣∣∣∣∣∣∣ = 0,

i.e. ∣∣∣∣∣∣∣∣
x− x0 y − y0 z − z0

x1 − x0 y1 − y0 z1 − z0

x2 − x0 y2 − y0 z2 − z0

∣∣∣∣∣∣∣∣ = 0. (4.2.10)

r0

Σ

v

l1

l2

r1

r2

Figure 4.3: Using three points to determine a plane in 3 dimensions: Let r0, r1 and r2 be three points. l1
is a line passing through r0 and r1, and l2 another line passing through r0 and r2. In terms of the direction

vectors of l1 and l2, we can determine the normal vector v, and therefore the plane Σ that contains r0,

r1 and r2.

. Example 4.4. Find the cartesian equation of the plane which passes through the point A (1, 1, 1) , B (3, 0, 1)

and C (1, 2, 0).

Solution: Since the vectors
−−→
AB and

−→
AC lie in the plane determined by A,B and C, a normal vector for the plane

is the vector

−−→
AB ×

−→
AC = [(3− 1) i+ (0− 1) j+ (1− 1)k]× [(1− 1) i+ (2− 1) j+ (0− 1)k]

= [2i− j]× [j− k] = i + 2j + 2k.

Since the plane passes through the point A (1, 1, 1) and is perpendicular to the vector i + 2j + 2k, its Cartesian

equation reads

1 (x− 1) + 2 (y − 1) + 2 (z − 1) = 0, or x+ 2y + 2z − 5 = 0.

48
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An alternative way is to directly use eq.(4.2.10) to obtain the result:

∣∣∣∣∣∣∣∣
x− 1 y − 1 z − 1

3− 1 0− 1 1− 1

1− 1 2− 1 0− 1

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
x− 1 y − 1 z − 1

2 −1 0

0 1 −1

∣∣∣∣∣∣∣∣ = 0,

i.e.

1 (x− 1) + 2 (y − 1) + 2 (z − 1) = 0, or x+ 2y + 2z − 5 = 0.

,

'

&

$

%

- Exercises 4.2.

1. Find vector and Cartesian equations of the plane containing the point (2, 3, 5) with normal vector

i + 3j− k.

2. Let P = (1, 2, 3), Q = (−1,−2,−3) and R = (4,−4, 4).

(i) Express
−→
PQ and

−→
PR in Cartesian form.

(ii) Find the cross product
−→
PQ×

−→
PR.

(iii) Find the Cartesian equation of the plane containing P,Q,R.

§ 4.3 Scalar triple product (optional)

§ 4.3.1 Using scalar triple product to compute volume of parallelepiped

Let a, b and c be three vectors. Their scalar triple product £Iþn­È; triple product for short¤,

also called mixed product£·ÜÈ¤, is defined as

a · (b× c) .

In eq.(3.2.13) of §3.2.3 we learnt that cross product is used to compute the area of a parallelogram; in the

following we will see that scalar triple product is useful in computing the volume of a parallelepiped£²

18¡N¤in 3-dimensions.
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x

y

z

a

b

c

n̂

h

θ

α

α′

Figure 4.4: Computation of volume of 3-dimensional parallelepiped in terms of scalar triple product:

Consider a parallelepiped with three adjacent edges represented by 3 vectors a,b and c. Its (signed)

volume is given by the scalar triple product c · (a× b).

In Fig.4.4, the parallelepiped has three adjacent edges represented by three vectors a,b and c. To

compute its volume let us denote the parallelogram generated by a and b as a base£.¤of the body

(the grey one in Fig.4.4). The line segment h as the height£p¤corresponding to the base. According

to eq.(3.2.13) the area of the base can be computed by means of the cross product a × b, that is, the

magnitude |a× b| = |a| |b| |sin θ| gives the area and the direction of a×b gives the normal direction£{

�¤of the area (denoted by the unit vector n̂). In summary,

a× b = |a× b| n̂. (4.3.1)

Then the scalar triple product is given by

c · (a× b) = |a× b| (c · n̂) = |a× b| |c| cosα′. (4.3.2)

It is seen that α and α′ are a pair of vertical angles£éº�¤, α = α′, and the magnitude of |c| cosα

equals the height h. Hence the triple product gives the signed volume of the parallelepiped,

c · (a× b) = ± |a× b|h, (4.3.3)

where:

“+” holds when cosα > 0, i.e., when a, b and c form a right-handed set,

a

bc ;

“−” holds when cosα < 0, i.e., when a, b and c form a left-handed set,

b

ac .

For simplicity, we can use the absolute value, |c · (a× b)|, to compute the volume of a parallelepiped.
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§ 4.3.2 Invariance of scalar triple product under cyclic permutation of operands

As we know, cross product has the determinant definition, eq.(3.2.2). Thus the scalar triple product has a

precise determinant expression

c · (a× b) = (c1i + c2j + c3k) ·

∣∣∣∣∣∣∣∣
i j k

a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
c1 c2 c3

a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣∣∣
= a1b2c3 + a2b3c1 + a3b1c2 − a1b3c2 − a3b2c1 − a2b1c3. (4.3.4)

The reader is encouraged to prove (4.3.4) by expanding the components in the cross and dot products.

In the light of the properties of determinants (see Chapter 2 of General Reference Textbook [3]), this

determinant is invariant under the following cyclic permutations of rows,∣∣∣∣∣∣∣∣
c1 c2 c3

a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
a1 a2 a3

b1 b2 b3

c1 c2 c3

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
b1 b2 b3

c1 c2 c3

a1 a2 a3

∣∣∣∣∣∣∣∣ , (4.3.5)

hence we have an important property: scalar triple product is invariant under circular shift of its three

operands,

c · (a× b) = a · (b× c) = b · (c× a) . (4.3.6)

Furthermore, taking into account the anti-symmetry of cross product, we have

c · (a× b) = a · (b× c) = b · (c× a)

= −c · (b× a) = −b · (a× c) = −a · (c× b) . (4.3.7)

In terms of (4.3.7) there is an immediate corollary:

a · (a× b) = b · (a× a) = 0. (4.3.8)

. Example 4.5. Consider a parallelepiped generated by three vectors: a = 4i, b = 2i + 2j and

c = i +
√

3k. Compute its volume.

Solution: In the light of (4.3.4) and (4.3.5) we have∣∣∣∣∣∣∣∣
a1 a2 a3

b1 b2 b3

c1 c2 c3

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
4 0 0

2 2 0

1 0
√

3

∣∣∣∣∣∣∣∣ = 8
√

3.

This result can be easily checked by drawing a picture for the parallelepiped and recognizing a pair of
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base and height to compute its volume.

#

"

 

!

- Exercises 4.3. Given the vectors a = 2i− j, b = i + j + k and b = −2i + k, evaluate

(i) (a× b) · c;

(ii) a · (b× c);

(iii) a · (a× b).
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Chapter 5 Solving linear equations

From this chapter we will enter into the major part of this course of Linear Algebra. Let us start from

solving linear systems, i.e., systems of linear equations£�5�§|¤.

§ 5.1 System of linear equations — Gaussian elimination and matrices

§ 5.1.1 Definitions

Definition 5.1. A linear equation in n unknowns£��ê¤is

a1x1 + a2x2 + · · ·+ anxn = b (5.1.1)

where a1, · · · , an are real coefficients, and x1, · · · , xn are unknowns.

Definition 5.2. When b = 0, specially, the equation is called a homogeneous equation£àg�§¤;

otherwise, when b 6= 0, it is an inhomogeneous equation£�àg�§¤.

Definition 5.3 (Flatness & linearity).

• In 2D, it is a line, in Fig.5.1(a)

a1x+ a2y = b.

• In 3D, it is a plane, in Fig.5.1(b)

a1x+ a2y + a3z = b.

• In n dimensions, it is a super plane£�²¡¤in the n-dimensional space

a1x1 + a2x2 + · · ·+ anxn = b.
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x

y

(a)

y

z

x

(b)

Figure 5.1: (a) A line in two dimensions. (b) A plane in three dimensions.

The methods and techniques we study here have roots in linear equations, as well as wide applications

in other areas. In all these areas, flatness and linearity are the key properties, hence this course we are

learning is named as Linear Algebra.

Definition 5.4. A system of m linear equations in n unknowns (or, called an m × n linear system) is

given by

a11x1 + a12x2 + · · ·+ a1nxn = b1,

a21x1 + a22x2 + · · ·+ a2nxn = b2,
...

...
... =

... ,

am1x1 + am2x2 + · · ·+ amnxn = bm, (5.1.2)

where aij and bi are real numbers, and xj’s are unknowns, i = 1, · · · ,m and j = 1, · · · , n.

Definition 5.5. Specially, when b1 = b2 = · · · = bm = 0, the system is called a homogenous system.

One should notice that it is unnecessary that m = n. In fact,

(a) m = n : E.g., in a 2× 2 case, {
x1 + 2x2 = 5,

2x1 + 3x2 = 8.

(b) m < n : E.g., in a 2× 3 case, {
x1 − x2 + x3 = 2,

2x1 + x2 − x3 = 4.

(c) m > n : E.g., in a 3× 2 case, 
x1 + x2 = 2,

x1 − x2 = 1,

x1 = 4.
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§5.1 System of linear equations — Gaussian elimination and matrices

Definition 5.6 (Solution of linear system). The solution to an m× n system is an n-tuple,

(x1, x2, · · · , xn)T =


x1

x2

...

xn

 (5.1.3)

For example, the solutions to the above Cases (a)–(c) are, respectively:

(a)

(
1

2

)
; (b)


2

α

α

 , α ∈ R is a parameter; (c) no solution. (Why? See below.)

Definition 5.7 (Consistency��5/ inconsistencyØ��5). A linear systems is called inconsistent,

if it has no solutions; otherwise, it is called consistent if it has at least one solution.

Thus, the above Cases (a) and (b) are consistent, but Case (c) is inconsistent.

Definition 5.8 (Solution set)8). The set of all solutions of a linear system is called the solution set.

Obviously, the solution set of an inconsistent system is ∅.

§ 5.1.2 Geometric understanding of linear equations and solution set

Here some typical cases are illustrated for instance for your better understanding.

• 2× 2 systems:

x

y

(a)

x

y

(b)

x

y

(c)

Figure 5.2: In two dimensions, a linear equation in two unknowns corresponds to a straight line. (a) Two

lines intersecting at a point means the solution of the linear system is unique. (b) Two lines being parallel

means the linear system is inconsistent, i.e., the solution set is empty. (c) Two lines coinciding means

the linear system has infinitely many solutions.

Typical examples for the above three cases are the following:

(a)

{
x1 + x2 = 2

x1 − x2 = 2
(b)

{
x1 + x2 = 2

x1 + x2 = 1
(c)

{
x1 + x2 = 2

−x1 − x2 = −2
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• 2× 3 systems:

y

z

x

Figure 5.3: In three dimensions, a linear equation in three unknowns corresponds to a plane. Two planes

intersecting at a line means the system has infinitely many solutions.

The reader is invited to find the case of two parallel planes and the corresponding solution set.

• 3× 3 systems:

y

z

x

Figure 5.4: In three dimensions, a linear equation in three unknowns corresponds to a plane. Three

planes intersecting at a point means the system has a unique solution.

The reader is invited to consider the case of two parallel planes intersecting with a third plane, as

well as the corresponding solution set. Other cases include the situation of three parallel planes,

and so on.

§ 5.1.3 Equivalent systems

Definition 5.9. Two systems of equations involving the same number of unknowns are said to be equiv-

alent if they have the same solution set.

Therefore, in order to solve a complicated system of equations, one can make appropriate changes to

produce an equivalent but simpler version of the original one. Let us start from an example.

. Example 5.1.
3x1 + 2x2 − x3 = −2

−3x1 − x2 + x3 = 5

3x1 + 2x2 + x3 = 2

=⇒


3x1 + 2x2 − x3 = −2

x2 = 3

2x3 = 4
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§5.1 System of linear equations — Gaussian elimination and matrices

These two systems of linear equations, although having different looking, share the same solution set

and therefore are equivalent. Obviously the right system is much easier to deal with, hence when solving

the left one we can wisely change it into the right equivalent one and find the solution.

The next question is how to make appropriate changes? The rules are listed below in Table 5.1.

Tree rules Notations

Swapping two rows/equations Ri ↔ Rj

Multiplying a row/equation with a nonzero constant Rj ⇒ αRj

Adding a multiple of a row/equation to another row/equation Ri ⇒ Ri + αRj

Table 5.1: The three rules that apply to transformations turning a system to another equivalent one. Note:

The symbol “⇒” is often replaced by “:=” in literature, to denote that it is a re-evaluation symbol, instead of an

equating operator.

It is seen that these three rules exactly correspond to the Gaussian eliminations£pd��{¤we

learnt in high school mathematics. In the light of them we can change/transform a linear system to an

equivalent but much simpler version to find the solution.

§ 5.1.4 n× n systems

Next, a natural question may arise:

What does the “simplest” system looks like? What is the criterion for “simple”?

The generic and exact answer to this question is the echelon form£�F/ª¤, i.e., a staircase-shaped

or stepwise form.

However, this case is too generic to begin with, since m 6= n is permitted (wherein the shape of the

coefficient matrix£XêÝ
¤is unnecessarily a strict triangle). Hence let us leave the generic case

to the next section, but start from a special but simpler case, m = n, in this section as a preparation.

Namely, we will discuss an n× n system, where the coefficient matrix is a strict triangle.

Special answers in n× n system

For an n × n system, if it has exactly one solution, which is a fact we know beforehand, we can try to

obtain the desired “simple form” by appealing to the “triangular system”. Here triangular means, say,

3x1 + 2x2 + x3 = 1

x2 − x3 = 2

2x3 = 4 (5.1.4)

Obviously this system is easy to solve. The formal definition for triangular shape is as follows.

57



CHAP.5 SOLVING LINEAR EQUATIONS

Definition 5.10 (Strictly triangular form). An n × n system is a strictly triangular form if the entries of

the lower triangle are 0’s and the diagonals are non-zeros.

[Remark]:

There is no restriction for the upper triangle. That is, the system looks like

∗ • • = •
0 ∗ • = •
0 0 ∗ = •

where the symbol “•” could be either 0 or nonzero.

Now we are at the stage to answer the question: Why a triangular system is simple? The reason is

that it can be solved by means of back substitution£��S�{¤, as shown by example below.

. Example 5.2.

3x1 + 2x2 + x3 = 1 (R1)

x2 − x3 = 2 (R2)

2x3 = 4 (R3) (5.1.5)

where R1 denotes Row 1, and so forth.

Solution:

From R3, we obtain: x3 = 2;

Then using back substitution we obtain from R2 : x2 − 2 = 2 =⇒ x2 = 4;

Finally, from R1 we obtain: 3x1 + 2× 4 + 2 = 1 =⇒ x1 = −3.

. Example 5.3.

2x1 − x2 + 3x3 − 2x4 = 1 (R1)

x2 − 2x3 + 3x4 = 2 (R2)

4x3 + 3x4 = 3 (R3)

4x4 = 4 (R4) (5.1.6)

Solution:

R4 : x4 = 1 ⇒ R3 : x3 = 0 ⇒ R2 : x2 = −1 ⇒ R1 : x1 = 1 (5.1.7)

Having got an idea about the advantage of a triangular form, we always hope to turn a given form

into a triangular one. Then, next, how to do this job? Our strategy is to take the Gaussian elimination, as

mentioned.
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§5.1 System of linear equations — Gaussian elimination and matrices

. Example 5.4.

x1 + 2x2 + x3 = 3 (R1)

3x1 − x2 − 3x3 = −1 (R2)

2x1 + 3x2 + x3 = 4 (R3)

Solution:

(R2)− 3(R1) : − 7x2 − 6x3 = −10 (R4)

(R3)− 2(R1) : − x2 − x3 = − 2 (R5)

(R5) +
1

7
(R4) : − 1

7
x3 = − 4

7
i.e., x3 = 4 (R6)

Hence (R1), (R4) and (R6) form a triangle:

x1 + 2x2 + x3 = 3

− 7x2 − 6x3 =− 10

x3 = 4 (5.1.8)

Solving this triangular system by back substitution we achieve

x3 = 4, x2 = −2, x1 = 3.

§ 5.1.5 Matrix: an introduction

Introduction to matrix

In solving a system of linear equations we see that the unknowns x1, x2, x3 are dummy variables and

therefore are ignorable; only the coefficients matter in the computation. Therefore the coefficients are

extracted from the system to form a rectangular array like:


1 2 1

3 −1 −3

2 3 1


Such an array is called the coefficient matrix of a linear system.

59



CHAP.5 SOLVING LINEAR EQUATIONS

Definition 5.11 (Matrix). A matrix of size m× n is a rectangular array of entries given by


∗ ∗ · · · ∗
∗ ∗ · · · ∗
...

... . . . ...

∗ ∗ · · · ∗




m rows

︸ ︷︷ ︸
n columns

(5.1.9)

Specially, when m = n, this n× n array is called a square matrix.

Augmented matrix

Definition 5.12 (Augmented matrixO2Ý
). Let A be an m× n matrix, and B be an m× r matrix,

A =


a11 · · · a1n

... . . . ...

am1 · · · amn

 , B =


b11 · · · b1r

... . . . ...

bm1 · · · bmr

 .

Attaching B to A forms a new m× (n+ r) matrix (A|B), called the augmented matrix

(A|B) =


a11 · · · a1n b11 · · · b1r

... . . . ...
... . . . ...

am1 · · · amn bm1 · · · bmr



Augmented matrix is useful in solving linear systems

The most commonly used augmented matrix is a special case


a11 · · · a1n b1

... . . . ...
...

am1 · · · amn bm



where
(
b1 · · · bm

)T
is the right-hand side of the studied linear system. This special augmented

matrix is used to solve the linear system as follows.
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§5.1 System of linear equations — Gaussian elimination and matrices

Solving a linear system in terms of an augmented matrix

Theorem 5.1. The Elementary Row Operations (ERO’s)£Ä�1C�¤for solving a system of linear

equations are given by the three rules of Table 5.1:

1. Ri ←→ Rj : Swapping/interchanging rows.

2. Ri =⇒ αRi : Multiplying a row by a nonzero real number α.

3. Ri =⇒ Ri + αRj : Adding the multiple of a row to another.

. Example 5.5.


x1 +2x2 + x3 = 3

3x1− x2−3x3 =−1

2x1 +3x2 + x3 = 4

Solution:
The coefficients of the linear system are extracted to form an augmented matrix:

1 2 1 3

3 −1 −3 −1

2 3 1 4


R2=⇒R2−3R1−−−−−−−−→


1 2 1 3

3 −1 −3 −10

2 3 1 4

 R3=⇒R3−2R1−−−−−−−−→


1 2 1 3

0 −7 −6 −10

0 −1 −1 −2


R3=⇒7R3−R2−−−−−−−−→


1 2 1 3

0 −7 −6 −10

0 0 −1 −4

 R3=⇒−R3−−−−−−−−−→
R2=⇒−R2


1 2 1 3

0 7 6 10

0 0 1 4

 (5.1.10)

Then the solutions of x1, x2, x3 are immediately obtained by means of back substitution.

. Example 5.6. Solve the following linear system:

x2 −x3 +x4 = 0

x1 +x2 +x3 +x4 = 6

2x1 +4x2 +x3 −2x4 = −1

3x1 +x2 −2x3 +2x4 = 3

Solution:
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The augmented matrix of coefficients reads
0 −1 −1 1 0

1 1 1 1 6

2 4 1 −2 −1

3 1 −2 2 3



R1←→R2−−−−−→


1 1 1 1 6

0 −1 −1 1 0

2 4 1 −2 −1

3 1 −2 2 3

 R3←→R3−2R1−−−−−−−−−→
R4=⇒R4−3R1


1 1 1 1 6

0 −1 −1 1 0

0 2 −1 −4 −13

0 −2 −5 −1 −15



R3←→R3+2R2−−−−−−−−−→
R4=⇒R4−2R2


1 1 1 1 6

0 −1 −1 1 0

0 0 −3 −2 −13

0 0 −3 −3 −15

 R4←→R4−R3−−−−−−−−→


1 1 1 1 6

0 −1 −1 1 0

0 0 −3 −2 −13

0 0 0 −1 −2


Then, in terms of back substitution we obtain the solution, (x1, x2, x3, x4)T = (2,−1, 3, 2)T .

The above procedure can be illustrated as follows:
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦

 −→

◦ ◦ ◦ ◦ ◦
0 ◦ ◦ ◦ ◦
0 ◦ ◦ ◦ ◦
0 ◦ ◦ ◦ ◦



−→


◦ ◦ ◦ ◦ ◦
0 ◦ ◦ ◦ ◦
0 0 ◦ ◦ ◦
0 0 ◦ ◦ ◦

 −→

◦ ◦ ◦ ◦ ◦
0 ◦ ◦ ◦ ◦
0 0 ◦ ◦ ◦
0 0 0 ◦ ◦


Then, back substitution leads to the final solution.
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§5.2 Row echelon form

§ 5.2 Row echelon form

§ 5.2.1 Introduction

In § 5.1 we learnt the strictly triangular form of an n × n system,


∗ • · · · •
∗ · · · •

. . . ...

∗

 . However, in

practice some easier situations may occur. For instance, firstly,

∗ • • • · · · •
0 • • · · · •
F • · · · •

. . . ...

•


strictly triangular form is broken−−−−−−−−−−−−−−−−→

wider staircase appears



∗ • • • · · · •
∗ • · · · •
∗ · · · •

. . . ...

∗


A diagonal entry might be zero, as shown; let us denote the row contains this zero as R0. Then the F

entry in the row immediately belowR0 can be eliminated by making use of the rowR0. The blue polyline

indicates the staircase that contains a wider platform.

Secondly, an all-zero row may occur, as shown below. It can be moved to the very bottom, thanks to

the Gaussian Elimination Rule 1 for swapping.
• • · · · •
0 0 · · · 0
...

... . . . ...

• • · · · •


Therefore, we might come across a matrix in the form of (5.2.1):

∗ • • • • • • •
0 0 ∗ • • • • •
0 0 0 ∗ • • • •
0 0 0 0 0 0 ∗ •
0 0 0 0 0 0 0 0
...

...
...

...
...

...
...

...

0 0 0 0 0 0 0 0


(5.2.1)

Obviously, such an echelon-shaped matrix, not strictly triangular, is even easier to solve than a triangular

one. A matrix in the form of (5.2.1) is called an echelon form£�F/ª¤.
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[Remark]:

1. The name row echelon form is in contrast with another name, column echelon form. The former is

more popular in practice since it is commonly used in matrix transformations. Hence when talking

about a row echelon form, people are used to calling it as an echelon form for short.

2. In the matrix (5.2.1), a ∗ entry is called a pivot entry£Í�¤or leading entry. It is the first nonzero

entry in its respective row.

A pivot entry is nonzero for sure, but must it be a 1? The answer is NO in some textbooks, such

as David C. Lay, 2012, but YES in the others, such as Steven Leon, 2010. In the present course we

follow Leon’s notation; hence an echelon form is given by

1 • • • •
0 0 0 1 •
0 0 0 0 0

0 0 0 0 0

0 0 0 0 0


.

3. Being an echelon form, unnecessarily strictly triangular, a matrix need not be a square matrix, but

could be m× n with m 6= n. For instance, a 3× 5 matrix,
1 • • • •
0 0 0 1 •
0 0 0 0 0

 .

Now we are at the stage to present the formal definition of echelon form.

Definition 5.13. An m× n echelon form£�F/ª¤satisfies the following requirements:

I. All nonzero rows are above all the all-zero rows.

II. In any nonzero row, the leading entry is 1.

III. In any nonzero row, the leading 1 is further to the right than the leading 1 in any above row.

You may feel it is not easy to memorize the above requirements I–III. No worries, the following shape

helps: 

1 • • • • •
0 0 0 1 • •
0 0 0 0 1 •
0 0 0 0 0 1

0 0 0 0 0 0


.
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'

&

$

%

- Exercises 5.1. These forms are echelon forms:

(
1 0

0 1

) (
0 0

0 0

) 
1 −2

0 1

0 0

0 0


(

1 2 4

0 0 1

) (
0 1

0 0

)
,

but these are not:

(
0 0 0

0 0 1

) (
2 0

0 1

) 
1 2 3

0 1 4

1 0 0

 (
5 0 0

) 
1

0

1

 .

Why?

§ 5.2.2 Reduced row echelon form

Already achieved the row echelon form, we are now ready to find the solution of a linear system by means

of back substitution.

. Example 5.7. Solve the solution of the following echelon form by using back substitution:
1 3 2 5

0 0 1 −2

0 0 0 1

⇒


1 3 2 0

0 0 1 0

0 0 0 1

⇒


1 3 0 0

0 0 1 0

0 0 0 1


The last matrix is called a reduced echelon form£�z�F/ª¤. Obviously this is the final result

of the back substitution operation, where the solution can be immediately read off, as shown by the

following examples.

. Example 5.8. Augmented matrix of a reduced echelon form

• 
1 3

1 1

1 −1

 ⇐=====⇒


x1 = 3

x2 = 1

x3 = −1

• 
1 3 3

1 1

1 −1

⇔

x1 + 3x2 = 3

x3 = 1

x4 =− 1
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i.e., 
x1 = 3− 3x2

x3 = 1

x4 =− 1

Let x2=t⇐=======⇒



x1 = 3− 3t,

x2 = t,

x3 = 1,

x4 =− 1,

t ∈ R.

Now we are at the stage of introducing the formal definition of reduced echelon forms.

Definition 5.14. A reduced row echelon form, or reduced echelon form£�z�F/ª¤for short,

satisfies the following requirements:

1. It must be a row echelon form.

2. In each row that contains a leading entry 1, that 1 must be the only non-zero entry in the column

where it resides.

The following illustration is useful for memorizing this definition:

1 • • 0 • 0 • 0

0 0 0 1 • 0 • 0

0 0 0 0 0 1 • 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0


.

Now, in summary, we use the following procedure to solve a linear system.

Definition 5.15 (Gauss-Jordan reductionpd–���zL§).

Matrix ERO’s
=⇒ Row echelon form ERO’s

=⇒ Reduced echelon form

. Example 5.9. Use the Gauss-Jordan reduction method to solve the following linear system:
−x1+ x2− x3+ 3x4 = 0

3x1+ x2− x3− x4 = 0 .

2x1− x2− 2x3− x4 = 0

Solution: 
−1 1 −1 3 0

3 1 −1 −1 0

2 −1 −2 −1 0

 −→

−1 1 −1 3 0

0 4 −4 8 0

0 1 −4 5 0



−→


−1 1 −1 3 0

0 1 −1 2 0

0 1 −4 5 0

 −→


1 −1 1 −3 0

0 1 −1 2 0

0 0 −3 3 0


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−→


1 −1 1 −3 0

0 1 −1 2 0

0 0 1 −1 0

 −→


1 −1 0 −2 0

0 1 0 1 0

0 0 1 −1 0



−→


1 0 0 −1 0

0 1 0 1 0

0 0 1 −1 0


This means the following system is equivalent to the original one:

x1 −x4 = 0

x2 +x4 = 0

x3 −x4 = 0

Introducing x4 = t, we achieve a nontrivial solution:

x1 = t, x2 = −t, x3 = t, x4 = t, where t ∈ R.

The above example is a homogenous case. For an inhomogeneous system the Gauss-Jordan reduction

is similar.
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§ 5.2.3 Applications

. Example 5.10. Traffic flow (Page 17, S. Leon, 2010).

In a downtown section of a certain city, two sets of one-way streets intersect as shown in Figure 5.5.

The average hourly volume of traffic entering and leaving this section during rush hour is given in the

diagram. Determine the amount of traffic between each of the four intersection.

18 Chapter 1 Matrices and Systems of Equations

450

610

310

640

600520

480 390

A

B C

D
x1

x2

x3

x4

Figure 1.2.2.

Similarly,
x2 + 520 = x3 + 480 (intersection B)
x3 + 390 = x4 + 600 (intersection C)
x4 + 640 = x1 + 310 (intersection D)

The augmented matrix for the system is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 −1 0 0 160
0 1 −1 0 −40
0 0 1 −1 210

−1 0 0 1 −330

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎭
The reduced row echelon form for this matrix is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 0 0 −1 330
0 1 0 −1 170
0 0 1 −1 210
0 0 0 0 0

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎭
The system is consistent, and since there is a free variable, there are many possible
solutions. The traffic flow diagram does not give enough information to determine x1,
x2, x3, and x4 uniquely. If the amount of traffic were known between any pair of inter-
sections, the traffic on the remaining arteries could easily be calculated. For example,
if the amount of traffic between intersections C and D averages 200 automobiles per
hour, then x4 = 200. Using this value, we can then solve for x1, x2, and x3:

x1 = x4 + 330 = 530
x2 = x4 + 170 = 370
x3 = x4 + 210 = 410

Figure 5.5: Traffic flow of a certain city

Solution: At each intersection point, the number of automobiles entering must be the same as the

number leaving. For example, at the intersection D, the number of automobiles entering is x4 + 640 and

the number leaving is x1 + 310. Thus,

x4 + 640 = x1 + 310 (intersection D)

Similarly, we can get the other three equations from the other three intersections, i.e., A, B and C.

The following system of equations is obtained:



x1 + 450 = x2 + 610

x2 + 520 = x3 + 480

x3 + 390 = x4 + 600

x4 + 640 = x1 + 310

=⇒



x1− x2 = 160

x2 − x3 = − 40

x3 −x4 = 210

−x1 +x4 =− 330
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This can be solved by means of the augmented matrix:
1 −1 0 0 160

0 1 −1 0 −40

0 0 1 −1 210

−1 0 0 1 −330

 R4⇒R1+R2−−−−−−−→
+R3+R4


1 −1 0 0 160

0 1 −1 0 −40

0 0 1 −1 210

0 0 0 0 0


R2⇒R2+R3−−−−−−−→


1 −1 0 0 160

0 1 0 −1 170

0 0 1 −1 210

 R1⇒R1+R2−−−−−−−→


1 0 0 −1 330

0 1 0 −1 170

0 0 1 −1 210

 ,

i.e., 
x1 − x4 = 330

x2 − x4 = 170

x3 − x4 = 210

.

Introducing x4 = t, we have

x1 = 330 + t,

x2 = 170 + t,

x3 = 210 + t,

x4 = t,

with t ∈ R, a time parameter.

The system is consistent; and since there is a free variable, there are many possible solutions — in

agreement to our common sense. For instance, if x4 = t = 200, we have

x1 = 530, x2 = 370, x3 = 410.
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Chapter 6 Matrix arithmatic

In the preceding chapter we saw the origin of matrices from solving systems of linear equations. In

this chapter let us emphasize on the properties of the matrices themselves. We will study their addition,

subtraction, scalar multiplication and matrix multiplication, as well as other operations with respective

features.

§ 6.1 Definition and properties of matrices

§ 6.1.1 Matrix notation

Definition 6.1. An m× n matrix is given by an array

A = (aij) =


a11 a12 · · · a1n

a21 a22 · · · a2n

...
... . . . ...

am1 am2 · · · amn

,

 (6.1.1)

where aij denotes the entries of the matrix, where aij ∈ R or C, with i = 1, · · · ,m and j = 1, · · · , n.

An equivalent and convenient notation is

A ∈ Rm×n or A ∈ Cm×n. (6.1.2)

Definition 6.2 (Equity). Let A and B be two m× n matrices. A is equal to B iff every entry of them are

equal, i.e.,

A = B ⇐⇒ aij = bij, ∀ i = 1, · · · ,m; j = 1, · · · , n. (6.1.3)

Definition 6.3. A column vector£�¥þ¤is an m× 1 matrix.

An example is


1

2

3

.

Definition 6.4. A row vector£1¥þ¤is a 1×m matrix.

An example is
(

1, 2, 3
)

.
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§ 6.1.2 Addition, subtraction and scalar multiplication of matrices

Definition 6.5 (Addition). Let A = (aij) and B = (bij) be two matrices of the same size m × n. Their

sum is defined as

(A+B)ij = aij + bij, ∀ i = 1, · · · ,m; j = 1, · · · , n. (6.1.4)

Definition 6.6 (Subtraction). Similarly,

(A−B)ij = aij − bij, ∀ i = 1, · · · ,m; j = 1, · · · , n. (6.1.5)

. Example 6.1.(
3 2 1

4 5 6

)
+

(
2 2 2

1 2 3

)
=

(
3 + 2 2 + 2 1 + 2

4 + 1 5 + 2 6 + 3

)
=

(
5 4 3

5 7 9

)
.

But

(
3 2 1

4 5 6

)
and


2 1

2 2

2 3

 are not able to perform addition or subtraction, because they are not of

the same size.

Definition 6.7 (Zero matrix).

0 =


0 · · · 0
...

...

0 · · · 0


m×n

(6.1.6)

Obviously,

0± A = ±A, A± 0 = ±A, where 0, A ∈ Rm×n.

Definition 6.8 (Scalar multiplication). Let A be a matrix and let α be a scalar, α ∈ R, A ∈ Rm×n. Then

their scalar multiplication is defined as

αA =


αa11 · · · αa1n

...
...

αam1 · · · αamn

 = (αaij) . (6.1.7)

. Example 6.2.

3

(
4 8 2

6 8 10

)
=

(
12 24 6

18 24 30

)
.
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§ 6.1.3 Matrix multiplication

In this subsection we will learn matrix multiplication. Please pay full attention to its difference from the

scalar multiplication.

Definition 6.9 (Matrix multiplication). Let A = (aij) be an m×n matrix and B = (bjk) an n× r matrix.

Their product AB = C = (cik) is defined as

cik =
n∑
j=1

aijbjk, i = 1, · · · ,m; j = 1, · · · , n. (6.1.8)

i.e., 
. . .

... cik
...

. . .

 =


. . . . . . . .

ai1 ai2 · · · ain

. . . . . . . .




... b1k
...

... b2k
...

...
...

...
... bnk

...

 (6.1.9)

with

cik = ai1b1k + ai2b2k + · · ·+ ainbnk =
n∑
j=1

aijbjk. (6.1.10)

You may find that (6.1.10) looks like an inner product; we will discuss this in detail in the coming

subsection §6.4.

. Example 6.3. Consider two matrices

A =


3 −2

2 4

1 −3

 , B =

(
−2 1 3

4 1 6

)
.

Their multiplication AB is permitted to perform, since the number of the columns of A equals to that of

the rows of B. The result AB should be a 3× 3 matrix:

AB =


3 −2

2 4

1 −3


(
−2 1 3

4 1 6

)

=


3× (−2) + (−2)× 4 3× 1 + (−2)× 1 3× 3 + (−2)× 6

2× (−2) + 4 × 4 2× 1 + 4 × 1 2× 3 + 4 × 6

1× (−2) + (−3)× 4 1× 1 + (−3)× 1 1× 3 + (−3)× 6



=


−14 1 −3

12 6 30

−14 −2 −15

 ,

where the blue boxes highlight the procedure of producing a particular entry–(2, 3) of the matrix AB.
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. Example 6.4. Similarly, the multiplication

BA =

(
−2 1 3

4 1 6

)
3 −2

2 4

1 −3


is also permitted to perform. The result is a 2× 2 matrix,

BA =

(
−1 −1

20 −22

)
.

A fact that should be stressed is that, as we see,

AB 6= BA,

where AB is of size 3× 3 while BA is of 2× 2. This non-commutativity between two matrices is very

common in matrix arithmetic.

Corollary 1. If both AB and BA are doable, there must be a fact that A has size m × n and B of size

n×m. It is forbidden that A has size m× n and B of size n× r but m 6= r.

For instance,

(
1 1 1

1 1 1

)
2 2 2

2 2 2

2 2 2

 is permitted, but


2 2 2

2 2 2

2 2 2


(

1 1 1

1 1 1

)
is forbidden.

Computational rule

Scalar multiplication and matrix multiplication have higher priority than addition and subtraction opera-

tions, when parentheses are absent. For instance,

A+BC =

(
3 4

1 2

)
+

(
1 3

2 1

)(
−2 1

3 2

)
︸ ︷︷ ︸

multiplication first

=

then addition︷ ︸︸ ︷(
3 4

1 2

)
+

(
7 7

−1 4

)
=

(
10 11

0 6

)
.

74



§6.1 Definition and properties of matrices

Application of matrix multiplication

A company manufactures three products. Its production expenses are divided into three categories. In

each category, an estimate is given for the cost of producing a single item of each product. An estimate is

also made of the amount of each product to be produced per quarter. These estimates are given in Tables

6.1 and 6.2. At its stockholders.meeting, the company would like to present a single table showing the

total costs for each quarter in each of the three categories: raw materials, labor, and overhead.

Matrix M - Production cost as per each item A,B and C:

A B C

Raw material 0.10 0.30 0.15

Labor 0.30 0.40 0.25

Overhead and Misscellaneous 0.10 0.20 0.15

Table 6.1: Production cost as per item A, B and C

Matrix P -Amount of each product produced per quarter (every season):

Season

Summer Fall Winter Spring

Product A 4000 4500 4500 4000

Product B 2000 2600 2400 2200

Product C 5800 6200 6000 6000

Table 6.2: Amount of each product produced per quarter

Therefore, in order to obtain a table summing up all the cost of the products A, B and C (as follows), we

need to conduct a matrix multiplication as follows:

MP =


0.10 0.30 0.15

0.30 0.40 0.25

0.10 0.20 0.15




4000 4500 4500 4000

2000 2600 2400 2200

5800 6200 6000 6000


The result forms a 3× 4 matrix. See Table 6.3.
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Summer Fall Winter Spring Yearly sum

Raw material 1870 2160 2070 1960 8060

Labor 3450 3940 3810 3580 14780

Overhead and Misscellaneous 1670 1900 1830 1740 7140

Total cost: 6990 8000 7710 7280 29980

Table 6.3: Cost Accounting
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§ 6.2 Matrix representation of a system of linear equations

In this subsection the matrix representation of a linear system will be presented. Let us begin with the

multiplication of an m× n matrix and an n× 1 matrix (i.e., a column vector). Their product is an m× 1

matrix (also a column vector):

(
• • • •
• • • •

)
•
•
•
•

 =

(
•
•

)

This is exactly what happens in the case of a linear system:{
a11x1 + a12x2 + a13x3 + a14x4 = b1

a21x1 + a22x2 + a23x3 + a24x4 = b2

(6.2.11)

⇐⇒

(
a11 a12 a13 a14

a21 a22 a23 a24

)
x1

x2

x3

x4

 =

(
b1

b2

)
. (6.2.12)

Hence (6.2.12) is a matrix representation for (6.2.11).

In the language of matrices, a linear system
a11x1 + a12x2 + · · ·+ a1nxn = b1

a21x1 + a22x2 + · · ·+ a2nxn = b2

...
...

am1x1 + am2x2 + · · ·+ amnxn = bm

(6.2.13)

has a matrix representation 
a11 · · · a1n

...
...

am1 · · · amn




x1

...

xn

 =


b1

...

bm

 , (6.2.14)

and then be precisely expressed by

Ax = b, (6.2.15)

where

A ∈ Rm×n, x ∈ Rn, b ∈ Rm. (6.2.16)

A further view of a linear system in terms of inner products will be given in Section §6.4.
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§ 6.3 Transpose of matrix

Definition 6.10. Let A = (aij) be an m×n matrix, and B = (bji) be an n×m matrix. B is the transpose

of A iff

bji = aij, ∀ i = 1, · · · ,m; j = 1, · · · , n. (6.3.17)

B is denoted as AT .

. Example 6.5. Let A =

(
1 2 3

4 5 6

)
. Then AT =


1 4

2 5

3 6

.

Specially, the transpose of an m × 1 matrix (column vector) is a 1 × m matrix (row vector); and vice

versa.

. Example 6.6.


1

2

3


T

=
(

1 2 3
)

, and
(

1 2 3
)T

=


1

2

3

.

This agrees to our past knowledge about the transpose of a vector.

Theorem 6.1. Algebraic properties of matrix transposes:

1. AT = A

2. (αA)T = αAT

3. (A+B)T = AT +BT

4. (AB)T = BTAT

Proof:
The proofs for Properties 1–3 are straightforward, by simply considering the locations of the entries.

Proof for Property 4: Let A = (aij), B = (bjk), i = 1, · · · ,m, j = 1, · · · , n, k = 1, · · · , r. Then,

AB = (cik), with cik =
n∑
j=1

aijbjk,

(AB)T = (dki), with dki = cik =
n∑
j=1

aijbjk. (6.3.18)
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On the other hand,

BTAT =
n∑
j=1

bkjaji = dki = cik =
n∑
j=1

aijbjk. (6.3.19)

Comparing (6.3.18) and (6.3.19) yields

(AB)T = BTAT .

. Example 6.7. Use the following matrices to verify (AB)T = BTAT .

A =


1 2 1

3 3 5

2 4 1

 , B =


1 0 2

2 1 1

5 4 1

 .

Solution:

AB =


10 6 5

34 23 14

15 8 9

 , hence (AB)T =


10 34 15

6 23 8

5 14 9

 ;

BTAT =


1 2 5

0 1 4

2 1 1




1 3 2

2 3 4

1 5 1

 =


10 34 15

6 27 8

5 14 9

 .

Symmetric and anti-symmetric matrices

Symmetric and anti-symmetric matrices have broad applications in science and technology, such as in

physics (e.g., condensed matter physics, cosmology) and electricity & electronics.

Definition 6.11 (Symmetric matrix£é¡Ý
¤). A matrix A is said to be symmetric iff

AT = A. (6.3.20)

Obviously, a symmetric matrix must be a square matrix, i.e., of the size n× n.

. Example 6.8. Below are two examples of symmetric matrices.
2 3 4

3 1 5

4 5 3

 ,

(
1 6

6 −4

)
.
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Theorem 6.2. Let A be a symmetric matrix, A ∈ Rn×n, i.e., A has n2 entries. Then A has n(n+1)
2

degrees of freedom, i.e., A has n(n+1)
2

free entries.

Definition 6.12 (Anti-symmetric matrix£�é¡Ý
¤). A matrix is said to be anti-symmetric iff

AT = −A. (6.3.21)

An anti-symmetric matrix is also a square matrix.

. Example 6.9. Below is an example of anti-symmetric matrix.
0 1 2

−1 0 3

−2 −3 0



Theorem 6.3. Let A be an anti-symmetric matrix, A ∈ Rn×n, i.e., A has n2 entries. Then:

• The diagonal entries of A are all zeroes,
0 • •

• . . . •
• • 0

 .

• A has n(n−1)
2

degrees of freedom, i.e., A has n(n−1)
2

free entries.

. Example 6.10. (Networks and graph theory. See Page 54 of S. Leon, 2010.)

Graph theory is an important area of applied mathematics. It is used to model problems in virtually

all the applied sciences. Graph theory is particularly useful in applications involving communication

networks.

A graph is defined to be a set of points called vertices, together with a set of unordered pairs of

vertices, which are referred to as edges. Figure 6.1 gives a geometrical representation of a graph. We can

think of the vertices V1, V2, V3, V4, and V5 as corresponding to the nodes in a communication network.

The line segments joining the vertices correspond to the edges:

{V1, V2} , {V2, V5} , {V3, V4} , {V3, V5} , {V4, V5}

Each edge represents a direct communication link between two nodes of the network.
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54 Chapter 1 Matrices and Systems of Equations

Symmetric Matrices and Networks

Recall that a matrix A is symmetric if AT = A. One type of application that leads to
symmetric matrices is problems involving networks. These problems are often solved
with the techniques of an area of mathematics called graph theory.

APPLICATION 3 Networks and Graphs

Graph theory is an important areas of applied mathematics. It is used to model prob-
lems in virtually all the applied sciences. Graph theory is particularly useful in appli-
cations involving communication networks.

A graph is defined to be a set of points called vertices, together with a set of
unordered pairs of vertices, which are referred to as edges. Figure 1.4.2 gives a geo-
metrical representation of a graph. We can think of the vertices V1, V2, V3, V4, and V5

as corresponding to the nodes in a communication network.

V1 V2

V3

V4V5

Figure 1.4.2.

The line segments joining the vertices correspond to the edges:

{V1, V2}, {V2, V5}, {V3, V4}, {V3, V5}, {V4, V5}
Each edge represents a direct communication link between two nodes of the network.

An actual communication network could involve a large number of vertices and
edges. Indeed, if there are millions of vertices, a graphical picture of the network would
be quite confusing. An alternative is to use a matrix representation for the network. If
the graph contains a total of n vertices, we can define an n × n matrix A by

ai j =
{

1 if {Vi , Vj } is an edge of the graph
0 if there is no edge joining Vi and Vj

The matrix A is called the adjacency matrix of the graph. The adjacency matrix for the
graph in Figure 1.4.2 is given by

A =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 1 0 0 0
1 0 0 0 1
0 0 0 1 1
0 0 1 0 1
0 1 1 1 0

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

Figure 6.1: Networks and graphs

An actual communication network could involve a large number of vertices and edges. Indeed, if

there are millions of vertices, a graphical picture of the network would be quite confusing. An alternative

is to use a matrix representation for the network. If the graph contains a total of n vertices, we can define

an n× n matirx A by

aij =

1 if {Vi, Vj} is an edge of the graph

0 if three is no edge joining of the vertices Vi and Vj

The matrix A is called the adjacency matrix of the graph. The adjacency matrix for the graph in Figure

6.1 is given by

A =



0 1 0 0 0

1 0 0 0 1

0 0 0 1 1

0 0 1 0 1

0 1 1 1 0


.

Note that the matrix A is symmetric. Indeed, any adjacency matrix must be symmetric, for if {Vi, Vj} is

an edge of the graph, then aij = aji = 1 and aij = aji = 0 if there is no edge joining Vi and Vj . In either

case, aij = aji.

We can think of a walk on a graph as a sequence of edges linking one vertex to another. For example,

in Figure 6.1 the edges {V1, V2}, {V2, V5} represent a walk from vertex V1 to vertex V5. The length of

the walk is said to be 2, since it consists of two edges. A simple way to describe the walk is to indicate

the movement between vertices by arrows. Thus, V1 −→ V2 −→ V5 denotes a walk of length 2 from

V1 to V5. Similarly, V4 −→ V5 −→ V2 −→ V1 represents a walk of length 3 from V4 to V1. It is possible

to traverse the same edges more than once in a walk. For example, V5 −→ V3 −→ V5 −→ V3 is a walk

of length 3 from V5 to V3. In general, by taking powers of the adjacency matrix, we can determine the

number of walks of any specified length between two vertices.
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§ 6.4 New view of matrix in term of inner product of vectors

After achieving basic knowledge of matrices and vectors, we are at the point to have a new view of a

matrix. Let A be an m× n matrix,

A =


a11 a12 · · · a1n

a21 a22 · · · a2n

...
...

...

am1 am2 · · · amn

 .

Regarding every column of A as a column matrix, we have

A =




a11

a21

...

am1




a12

a22

...

am2

 · · ·


a1n

a2n

...

amn



 . (6.4.22)

Introducing a set of column vectors vj , with j = 1, · · · , n,

v1 =


a11

a21

...

am1

 , v2 =


a12

a22

...

am2

 , · · · ,vn =


a1n

a2n

...

amn

 (6.4.23)

the A of (6.4.22) is rewritten as

A =
(

v1 v2 · · · vn

)
. (6.4.24)

This is a column vector representation for the matrix A.

Alternatively, one can also regard every row of A as a row matrix, and rewrite A as

A =


(a11 a12 · · · a1n)

(a21 a22 · · · a2n)
...

...

(am1 am2 · · · amn)

 . (6.4.25)

Introducing a set of row vectors wT
i , i = 1, · · · ,m,

wT
1 =

(
a11 a12 · · · a1n

)
,

wT
2 =

(
a21 a22 · · · a2n

)
,

...

wT
m =

(
am1 am2 · · · amn

)
, (6.4.26)
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where the symbol “T ” stands for the transpose of a column matrix, we achieve

A =


wT

1

wT
2
...

wT
m

 . (6.4.27)

This is a row vector representation for the matrix A.

. Example 6.11. Consider a matrix A =

(
3 2 5

−1 8 4

)
. Its column and row vector representations

are given by, respectively,

A =


(

v1 v2 v3

)
, with v1 =

(
3

−1

)
, v2 =

(
2

8

)
, v3 =

(
5

4

)
,(

wT
1

wT
2

)
, with wT

1 =
(

3 2 5
)
, wT

2 =
(
−1 8 4

)
.

(6.4.28)

New look at linear systems in terms of inner product of vectors

In the light of the row vector representation (6.4.27), a linear system Ax = b can be re-expressed as
wT

1

wT
2
...

wT
m

x = b, i.e.,


wT

1 x
...

wT
mx

 =


b1

...

bm

 , (6.4.29)

where wT
i is a row matrix and x a column matrix, and

wT
i x =

(
ai1 ai2 · · · ain

)


x1

x2

...

xn

 = ai1x1 + ai2x2 + · · ·+ ainxn = bi. (6.4.30)

This is reminiscent of an inner product between wT
i and x, hence wT

i x is a matrix realization of the inner

product wT
i · x.

Furthermore, for two matrices

A = (aij) , B = (bjk) , i = 1, · · · ,m, j = 1, · · · , n, k = 1, · · · , r,

let their product be C = AB = (cik). Then the entries of C can be re-expressed by inner products
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between row vectors and column vectors:

AB =


a11 a12 · · · a1n

a21 a22 · · · a2n

...

am1 am2 · · · amn




b11 b12 · · · b1r

b21 b22 · · · b2r

...

bn1 bn2 · · · bnr

 (6.4.31)

=


wT

1

wT
2
...

wT
m


(

v1 v2 · · · vr

)
=


wT

1 v1 wT
1 v2 · · · wT

1 vr

wT
2 v1 wT

2 v2 · · · wT
2 vr

...

wT
mv1 wT

mv2 · · · wT
mvr

 , (6.4.32)

where


wT

1
...

wT
m

 is the row representation of A, and
(

v1 · · · vr

)
the column representation of B.

Namely,

AB = C = (cik) =
(
wT
i vk

)
, i = 1, · · · ,m; k = 1, · · · , r. (6.4.33)

§ 6.5 Theorem on consistency of linear system

Recollect the linear combination of n vectors:

a = c1a1 + c2a2 + · · ·+ cnan with cj ∈ R. (6.5.34)

Suppose a1 · · · an have column matrix realizations:

a1 =


a11

...

am1

 , · · · , an =


a1n

...

amn

 .

a = c1a1 + · · · + cnan is called a linear combination of column matrices. Then we have a theorem on

consistency of a system of linear equations.
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Theorem 6.4. [Consistency of linear system]

A linear system Ax = b is consistent iff b is a linear combination of the column vectors of A.

Namely, with

A =
(

v1 · · · vn

)
=




a11

...

am1

 · · ·


a1n

...

amn


 , b =


b1

...

bm

 ,

the linear system Ax = b is consistent iff b can be expressed as a linear combination

b = c1v1 + c2v2 + · · ·+ cnvn. (6.5.35)

An equivalent statement of this theorem is that b is a vector within the space spanned by the vectors

{v1,v2, · · · ,vn}.

Proof: Let x =
(
x1 x2 · · · xn

)T
. The linear system Ax = b can be rewritten as

Ax =
(

v1 · · · vn

)


x1

x2

...

xn

 = x1v1 + x2v2 + · · ·+ xnvn = b. (6.5.36)

This means the set of numbers {x1, x2, · · · , xn} can be found iff b is a linear combination of the vectors

{v1,v2, · · · ,vn}.

. Example 6.12. Consider a linear system{
x1 + 2x2 = 1,

2x1 + 4x2 = 1,
which is equivalent to

{
x1 + 2x2 = 1,

x1 + 2x2 = 1
2
.

(6.5.37)

Obviously this system has no solution. Now let us use Theorem 6.4 to confirm this fact.

The system reads (
1 2

1 2

)(
x1

x2

)
=

(
1
1
2

)
.

The coefficient matrix

A = (v1,v2), with v1 =

(
1

1

)
, v2 = 2

(
1

1

)
.
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If the system is consistent, the vector b should be able to be expressed as a linear combination of v1 and

v2.

b = c1v1 + c2v2, i.e.,

(
1

1/2

)
= c1

(
1

1

)
+ 2c2

(
1

1

)
,

i.e.,  1 = c1 + 2c2,

1

2
= c1 + 2c2.

(6.5.38)

However, this induced linear system (6.5.38) is inconsistent, hence the original system (6.5.37) has no

solution.
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Chapter 7 Matrix Algebra

In this chapter we will learn some important matrices, including the identity matrix, inverse of matrix and

three types of elementary matrices. Some important operations of matrices will be introduced as well.

§ 7.1 Matrix Algebra

§ 7.1.1 Properties

Let A,B,C be matrices, and α, β scalars. A,B,C are of appropriate sizes for the operations below.

• Commutativity:

A+B = B + A.

• Associativity (for addition):

(A+B) + C = A+ (B + C).

• Associativity (for multiplication):

(AB)C = A(BC).

• Distributivity (for matrices):

A(B + C) = AB + AC,

(A+B)C = AC +BC.

• Scalar multiplication:

(αβ)A = α(βA),

α(AB) = (αA)B = A(αB).

• Distributivity (for scalars with matrices):

(α + β)A = αA+ βA,

α(A+B) = αA+ αB.
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Proof: Ignored.

[Remark]: A notation:

Ak = AA · · ·A︸ ︷︷ ︸
k copies

.

. Example 7.1. Let us pay attention to an interesting matrix

A =

(
1 1

1 1

)
. (7.1.1)

It can be checked that

A2 =

(
1 1

1 1

)(
1 1

1 1

)
=

(
2 2

2 2

)
,

A3 =

(
1 1

1 1

)(
2 2

2 2

)
=

(
4 4

4 4

)
,

...

An =

(
2n−1 2n−1

2n−1 2n−1

)
= 2n−1

(
1 1

1 1

)
. (7.1.2)

§ 7.1.2 Identity matrix

Definition 7.1 (Identity matrix). Let I = (aij) be an n×n matrix, i, j = 1, · · · , n. I is an identity matrix

iff

aij =

{
1, if i = j,

0, if i 6= j.
(7.1.3)

The identity matrix I has an explicit form,

I =


1

1
. . .

1

 . (7.1.4)

This matrix is named after the following property

IA = AI = A, ∀A ∈ Rn×n. (7.1.5)

[Remark]:

1. An identity matrix acts as a “1” in matrices, hence people intend to denote it as 1.

2. Sometimes I is written as In or In×n, for the purpose of highlighting its size.

88



§7.1 Matrix Algebra

Knonecker’s symbol δij:

Definition 7.2 (Knonecker δ function).

δij =

 1, when i = j.

0, when i 6= j.
(i, j ∈ N) (7.1.6)

The Knonecker δ-function has important applications in mathematics. The entries of the identity matrix

I can be exactly expressed by

I = (δij) , i, j = 1, · · · , n. (7.1.7)

Unit vector ej:

Definition 7.3. A vector

ej =
(

0 · · · 0 1 0 · · · 0
)T

, (7.1.8)

i.e., only the jth entry is 1 while all the others are 0.

This unit vector ej has wide applications. For instance, the identity matrix I can be delivered by ej’s:

I =


1

1
. . .

1

 =





1

0
...

0

0





0

1
...

0

0


· · ·



0

0
...

0

1




.

i.e.,

I =
(

e1, e2, · · · , en

)
. (7.1.9)

§ 7.1.3 Matrix inversion

A nonzero real number a has an inverse

b = a−1 if ab = 1, where a 6= 0.

Similarly, a matrix may also possess its inverse.

Definition 7.4 (Inverse of matrix). Let A be an n × n matrix. A is said to be invertible iff there exists

another matrix B such that

AB = BA = I. (7.1.10)

This B, also of size n× n, is called the (multiplicative) inverse of A, denoted as A−1.
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Theorem 7.1. The inverse of a matrix is unique if it exists.

Proof:
Suppose conversely there exist two n × n matrices B and C satisfying AB = BA = I and

AC = CA = I . Then we have

B = BI = B(AC) = IC = C, namely B and C are identical.

. Example 7.2. Let A =

(
2 4

3 1

)
and B =

(
− 1

10
2
5

3
10

−1
5

)
. It is easy to check that

AB = BA = I, i.e., B = A−1.

. Example 7.3. Let A =


1 2 3

0 1 4

0 0 1

 and B =


1 −2 5

0 1 −4

0 0 1

 be two matrices in echelon form.

It is seen that

AB = BA = I, i.e., B = A−1.

. Example 7.4. A counter example£�~¤:

The matrix A =

(
1 0

0 0

)
is not invertible.

Proof: (By contradiction£�y{¤)

Suppose conversely that A has an inverse B =

(
b11 b12

b21 b22

)
. Then there should be

BA =

(
b11 b12

b21 b22

)(
1 0

0 0

)
=

(
b11 0

b21 0

)
6=

(
1

1

)
= I,

Contradiction. Hence the matrix A is not invertible.
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Definition 7.5 (Singularity). An n× n matrix is said to be singular iff it is not invertible.

Therefore, an invertible matrix is also called a nonsingular matrix.

[Remark]:

How to tell a matrix is singular or nonsingular? We will learn shortly

detA

{
6= 0, A invertible, i.e., nonsingular ,

= 0, A singular, i.e., having no inverse ,
(7.1.11)

where detA is the determinant£1�ª¤of A. See the next chapter on Determinants.

Theorem 7.2. IfA andB are both nonsingular n×nmatrices, then their productAB is also nonsingular

(i.e., invertible),

(AB)−1 = B−1A−1. (7.1.12)

Proof: It can be verified that

(AB)−1(AB) = B−1A−1AB = I, (AB)(AB)−1 = ABB−1A−1 = I.

Generally, for k copies of n× n matrices,

(A1A2 · · ·Ak)−1 = A−1
k A−1

k−1 · · ·A
−1
2 A−1

1 , k ∈ N. (7.1.13)

In particular,

(Ak)−1 = (A−1)k = A−k. (7.1.14)

§ 7.2 Elementary matrices

In this section, we will see the functioning£õU¤of a matrix when it is left- or right-multiplied

to another matrix. We will learn a particular kind of matrices, the elementary matrices£Ð�Ý
¤,

which are able to realize the elementary row operations (ERO’s) in the way of matrix left-multiplications.

In terms of these elementary matrices, the inverse of a given matrix can be obtained; moreover, they are

also key in the so-called Lower-Upper (LU) decompositions£þe©)¤, which are a particular type

of triangular factorizations£n�©)¤of matrices.
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§ 7.2.1 Three types of elementary matrices

Description of mission

For a given non-singular n× n matrix, how to find its inverse? Previously, when solving a linear system,

we used to adopt the Gauss-Jordan reduction.

Original linear system
elementary−−−−−−−−→

row operations
Row echelon form

elementary−−−−−−−−→
row operations

Reduced row echelon form

However, these “elementary row operations” are expressed merely in words. Can we perform them in

terms of matrices? The answer is yes; what we need are the so-called elementary matrices of three types,

corresponding to the three types of elementary row operations.

Intuitive view of matrix functioning

Let us begin with an example to get an intuitive view of the functioning of an elementary matrix, where

you can see that the locations of the entries really matter.

. Example 7.5.


0 1 0

1 0 0

0 0 1




a11 a12 a13

a21 a22 a23

a31 a32 a33

 R1←→R2−−−−−→


a21 a22 a23

a11 a12 a13

a31 a32 a33



This shows that a Type-I elementary row operation, swapping the first two rows of A = (aij), can be

delivered by left-multiplying to A a matrix


0 1 0

1 0 0

0 0 1

. This method can be generalized to generic.
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§7.2 Elementary matrices

Elementary matrices

Type-I: Swapping two rows: Ri ←→ Rj :



ith j th

1
. . .

1

ith 0 · · · 1
...

...

j th 1 · · · 0

1
. . .

1





a11 a12 · · · a1n

...
...

...

ai1 ai2 · · · ain
...

...
...

aj1 aj2 · · · ajn
...

...
...

am1 am2 · · · amn



Ri←→Rj
=======



a11 a12 · · · a1n

...
...

...

aj1 aj2 · · · ajn
...

...
...

ai1 ai2 · · · ain
...

...
...

am1 am2 · · · amn


.

(7.2.1)

Type-II: Rescaling a row Ri by a scalar α : Ri =⇒ αRi



ith

1
. . .

0

ith α

1
. . .

1





a11 a12 · · · a1n

...
...

...

ai1 ai2 · · · ain
...

...
...

am1 am2 · · · amn


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Ri=⇒αRi=======



a11 a12 · · · a1n

...
...

...

αai1 αai2 · · · αain
...

...
...

am1 am2 · · · amn

 (7.2.2)

. Example 7.6. Multiply the third row with a number 3,
1

1

3




a11 a12 a13

a21 a22 a23

a31 a32 a33

 =


a11 a12 a13

a21 a22 a23

3a31 3a32 3a33

 .

Type-III: Multiplying one row with α and adding it to another row: Ri =⇒ Ri + αRj .

ith jth

jth



1
. . .

1 · · · α
. . . ...

1
. . .

1





a11 a12 · · · a1n

...
...

...

ai1 ai2 · · · ain
...

...
...

aj1 aj2 · · · ajn
...

...
...

am1 am2 · · · amn



Ri=⇒Ri+αRj
==========



a11 a12 · · · a1n

...
...

...

ai1 + αaj1 ai2 + αaj2 · · · ain + αajn
...

...
...

aj1 aj2 · · · ajn
...

...
...

am1 am2 · · · amn


. (7.2.3)
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. Example 7.7. Multiply a number 3 to the third row and then add it to the first row,
1 3

1

1




a11 a12 a13

a21 a22 a23

a31 a32 a33

 =


a11 + 3a31 a12 + 3a32 a13 + 3a33

a21 a22 a23

a31 a32 a33

 .

The elementary matrices are summarized as follows.

Definition 7.6. Three types of elementary matrices, to realize elementary row operations:

E I =



1
. . .

0 · · · 1
...

...

1 · · · 0
. . .

1


, (7.2.4)

E II =



1
. . .

α
. . .

1


, (7.2.5)

E III =



1
. . .

1 · · · α
. . . ...

1
. . .

1


. (7.2.6)
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+ [Aside]:

How about right-multiplying an elementary matrix to another matrix? It realizes elementary column operations.

See Page 59 of S. Leon, 2010.

Type-I: Swapping two columns Ci and Cj :

Ci
exchange←−−−→ Cj ith jth

a11 · · · a1i · · · a1j · · · a1n

a21 · · · a2i · · · a2j · · · a2n

...
...

...
...

...
...

...
...

am1 · · · ami · · · amj · · · amn





1
. . .

1

0 · · · 1
...

...

1 · · · 0

1
. . .

1



ith

jth

=


a11 · · · a1j · · · a1i · · · a1n

a21 · · · a2j · · · a2i · · · a2n

...
...

am1 · · · amj · · · ami · · · amn

 .

i.e.,

AE I = Ã, (7.2.7)

where E I is a Type-I elementary matrix, and Ã a matrix column-equivalent to A.

Type-II: Rescaling a column Ci with a scalar α:

Ci −→ αCi ith

a11 · · · a1i · · · a1n

a21 · · · a2i · · · a2n

...
...

...

am1 · · · ami · · · amn





1
. . .

α
. . .

1


ith

=


a11 · · · αa1i · · · a1n

a21 · · · αa2i · · · a2n

...
...

...

am1 · · · αami · · · amn

 .
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i.e.,

AE II = Ã, (7.2.8)

where E II is a Type-II elementary matrix, and Ã a matrix column-equivalent to A.

Type-III: Multiplying a column Cj with a scalar α and then adding it to another column Ci:

Ci =⇒ Ci + αCj ith jth

a11 · · · a1i · · · a1j · · · a1n

a21 · · · a2i · · · a2j · · · a2n

...
...

...
...

...
...

...
...

...
...

...
...

am1 · · · ami · · · amj · · · amn





1
. . .

1
...

. . .

α · · · 1
. . .

1



ith

jth

=



a11 · · · a1i + αa1j · · · a1j · · · a1n

a21 · · · a2i + αa2j · · · a2j · · · a2n

...
...

...
...

...
...

...
...

...
...

...

am1 · · · ami + αamj · · · amj · · · amn


.

i.e.,

AE III = Ã, (7.2.9)

where E III is a Type-III elementary matrix, and Ã a matrix column-equivalent to A.

,
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§ 7.2.2 Inverse of elementary matrices

The inverse of an elementary matrix is also an elementary matrix, as shown below.

• Type-I:

1
. . .

0 · · · 1
...

...

1 · · · 0
. . .

1



−1

=



1
. . .

0 · · · 1
...

...

1 · · · 0
. . .

1


. (7.2.10)

[Intuitive understanding]: Performing a swapping operation Ri ←→ Rj twice recovers the orig-

inal status. Hence the inverse of a Type-I elementary matrix is itself.

• Type-II: 

1
. . .

α
. . .

1



−1

=



1
. . .

1
α

. . .

1


. (7.2.11)

[Intuitive understanding]: The function of a Type-II elementary matrix is to make a rescale by α,

hence its inverse must be a rescale by 1
α

(for α 6= 0).

• Type-III:

1
. . .

1 · · · α
. . . ...

1
. . .

1



−1

=



1
. . .

1 · · · −α
. . . ...

1
. . .

1


. (7.2.12)
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[Intuitive understanding]: The function of a Type-III elementary matrix is to add a row αRj to

another row Ri. Hence its inverse operation must be subtracting an αRj from Ri, or equivalently,

adding −αRj to Ri.

The above results are based on the following theorem.

Theorem 7.3.

1. If E is an elementary matrix, then E is nonsingular.

2. E−1 exists and is also an elementary matrix, of the same type as E.

Proof:

• If E is an elementary matrix of Type-I constructed from the identity I by interchanging the ith and

j th rows, then E can be transformed back to I by interchanging the same rows again. Therefore,

EE = I , with E being its own inverse.

• If E is the elementary matrix of Type-II constructed by multiplying the ith row of I by a nonzero

scalar α, then E can be transformed into the identity matrix by multiplying either its ith row or ith

column by 1/α, if α 6= 0. Thus,

ith column

E−1 =



1
. . . 0

1

1/α

1

0 . . .

1


ith row

• Finally, if E is the elementary matrix of Type-III constructed from I by adding to the j th row the

99



CHAP.7 MATRIX ALGEBRA

m multiple of the ith row,

ith j th

E =



1
... . . . 0
0 · · · 1
... . . .

0 · · · m · · · 1
... . . .

0 · · · 0 · · · 0 · · · 1



ith row

j th row

then E can be transformed back to I , either by subtracting from the j th row the m multiple of the

ith row, or by subtracting from the ith column the m multiple of the j th column, i.e.,

E−1 =



1
... . . . 0
0 · · · 1
... . . .

0 · · · −m · · · 1
... . . .

0 · · · 0 · · · 0 · · · 1



§ 7.2.3 Applications of elementary matrices

In Section §5.2 we learnt a fact that a sequence of elementary row operations are able to turn a square

matrix into an echelon from or a reduced echelon form, as well as deriving the inverse of a matrix. Now,

knowing that an elementary row operation can be realized by an elementary matrix, one can use a finite

sequence of elementary matrices E1, E2, · · · , Ek to achieve the same objective.

Definition 7.7. [Row equivalent] A matrix B is called row equivalent to another matrix A, denoted as

A
row

=== B, iff there exists a finite sequence of elementary matrices E1, E2, · · · , Ek such that

B = EkEk−1 · · ·E2E1A. (7.2.13)

Properties:

• If B row
=== A, then A row

=== B.
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• If A row
==== B and B row

=== C, then A row
==== C.

Application 1: Inverse of matrix

In Definition (7.2.13), when A is invertible and B = I specially, we have

I = EkEk−1 · · · E2E1 A, (7.2.14)

which means the inverse can be given by

A−1 = EkEk−1 · · · E2E1. (7.2.15)

The next question is how to construct this sequence EkEk−1 · · · E2E1. The answer is to translate

elementary row operations into elementary matrices. Let us consider the following steps:

Step 1: Simultaneously left-multiply the matrices A and I with E1.

Step 2: Simultaneously left-multiply E1A and E1I with E2.

...

Step k: Simultaneously left-multiply Ek−1 · · ·E1A and Ek−1 · · ·E1I with Ek.

This procedure is summarized in the table below:

A I

E1: E1A E1I =E1

E2: E2E1A E2E1

...
...

...

Ek: I = Ek Ek−1 · · ·E1A Ek Ek−1 · · ·E1

It is seen that the final result Ek Ek−1 · · ·E1A exactly gives the identity I , while the Ek Ek−1 · · ·E1

exactly the A−1, according to (7.2.14) and (7.2.15). However, the above procedure is indeed mimicking

the procedure of obtaining the inverse of a matrix A through an augmented matrix (A|I) and a sequence

of elementary row operations (ERO’s) in Section §7.1.3:

(A|I)
ERO k, ··· , ERO 1

===========⇒
(
I|A−1

)
.

Therefore, in conclusion, we have achieved another method to obtain the inverse of a matrix A:
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A. Recording all the elementary row operations, ERO1, · · · ,EROk, in transformingA into the identity

I;

B. Translating every elementary row operation, EROi, into an elementary matrix Ei.

C. Writing the Ei’s in a sequence to get the inverse A−1 = EkEk−1 · · ·E2E1.

(A|I) ========


a11 a12 · · · a1n 1

a21 a22 · · · a2n 1
...

...
... . . .

an1 an2 · · · ann 1



Operation k,··· ,
=========

Operation l


1

1
. . . Ek Ek−1 · · · E2 E1

1


======== (I | A−1)

. Example 7.8. Compute the inverse of the matrix A =


1 4 3

−1 −2 0

2 2 3

 .

Solution: First, let us use the method of augmented matrix and elementary row operations to find A−1:


1 4 3 1

−1 −2 0 1

2 2 3 1


R2=⇒R1+R2 (a)−−−−−−−−−−−→
R3=⇒R3−2R1 (b)


1 4 3 1

0 2 3 1 1

0 −6 −3 −2 0 1

 R3=⇒R3+3R2 (c)−−−−−−−−−−−→


1 4 3 1

0 2 3 1 1

0 0 6 1 3 1


R2=⇒ 1

2
R2 (d)

−−−−−−−−−→
R3=⇒ 1

6
R3 (e)


1 4 3 1

0 1 3
2

1
2

1
2

0 0 1 1
6

1
2

1
6

 R2=⇒R2− 3
2
R3 (f)

−−−−−−−−−−−→
R1=⇒R1−3R3 (g)


1 4 0 1

2
−3

2
−1

2

0 1 0 1
4
−1

4
−1

4

0 0 1 1
6

1
2

1
6


R1=⇒R1−4R2 (h)−−−−−−−−−−−→


1 0 0 −1

2
−1

2
1
2

0 1 0 1
4
−1

4
−1

4

0 0 1 1
6

1
2

1
6

 = (I | A−1),
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hence the inverse reads

A−1 =


−1

2
−1

2
1
2

1
4
−1

4
−1

4
1
6

1
2

1
6

 . (7.2.16)

In the above procedure, the ERO’s (a)–(h) can be translated into eight elementary matrices:

E(a) =


1 0 0

1 1 0

0 0 1

 , E(b) =


1 0 0

0 1 0

−2 0 1

 , E(c) =


1 0 0

1 1 0

0 3 1

 ,

E(d) =


1 0 0

0 1
2

0

0 0 1

 , E(e) =


1 0 0

0 1 0

0 0 1
6

 , E(f) =


1 0 0

1 1 −3
2

0 0 1

 ,

E(g) =


1 0 −3

1 1 0

0 0 1

 , E(h) =


1 −4 0

0 1 0

0 0 1

 . (7.2.17)

Then, putting E(a)–E(h) together we obtain the inverse A−1:

A−1 = E(h) E(g) E(f) E(e) E(d)E(c) E(b) E(a) =


−1

2
−1

2
1
2

1
4
−1

4
−1

4
1
6

1
2

1
6

 , (7.2.18)

which reproduces the above result (7.2.16).

It is seen that, of course, the method of (7.2.18) is more tedious than that of (7.2.16), hence usually

we adopt the latter method in practice when searching for an inverse matrix.

The above application is based on the follow theorem.
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Theorem 7.4. [Equivalent conditions for non-singularity] Let A be an n × n matrix, the following

statements are equivalent:

• A is nonsingular;

• A is row equivalent to I, i.e., A can be transformed into I through a series of elementary row

operations by left-multiplying a finite sequence of elementary matrices;

• The homogeneous system of equations Ax = 0 has one and only one solution, i.e., the trivial

solution x = 0.

Proof: Ignored.

Application 2: Solving linear system

Consider a linear system, Ax = b, where A is an n× n matrix and x and b are column matrices. If the

system has a unique solution, then it is given by

x = A−1b. (7.2.19)

In terms of the above result (7.2.15), we have

x = Ek Ek−1 · · · E2E1 b. (7.2.20)

This result can be regarded as mimicking our former procedure of Gauss-Jordan reduction of Section

§5.2.2 to solve a linear system.
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§ 7.3 Triangularization of matrix: LU decomposition

Definition 7.8 (Upper triangular). An n× n (square) matrix A = (aij) is said to be upper triangular iff

aij = 0, ∀ i > j, i, j = 1, · · · , n, which is of the form


∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗0
∗

 . (7.3.21)

Definition 7.9 (Lower triangular). An n× n (square) matrix A = (aij) is said to be lower triangular iff

aij = 0, ∀ i < j, i, j = 1, · · · , n, which is of the form


∗

0∗ ∗
∗ ∗ ∗
∗ ∗ ∗ ∗

 . (7.3.22)

Lower-upper (LU) decomposition

Let us first re-examine the Type-III elementary matrices. There are a few facts:

1. An upper triangular Type-III matrix,

1
. . .

1 · · · α
. . . ...

1
. . .

1


, (7.3.23)

is able to add a lower row to an upper row via left-multiplication, while a lower triangular one,

1
. . .

1
... . . .

α · · · 1
. . .

1


, (7.3.24)

is able to add an upper row to a lower row via left-multiplication.

105



CHAP.7 MATRIX ALGEBRA

2. The inverse of an upper triangular matrix is still an upper one, while that of a lower triangular

matrix is still a lower one.

1
. . .

1 α
. . .

1
. . .

1



−1

=



1
. . .

1 −α
. . .

1
. . .

1


(7.3.25)



1
. . .

1
. . .

α 1
. . .

1



−1

=



1
. . .

1
. . .

−α 1
. . .

1


(7.3.26)

3. The product of upper triangular matrices is still an upper one, while that of lower triangular matrices

is still a lower one: 
1 ∗ ∗

. . . ∗
1




1 ∗ ∗
. . . ∗

1

 =


1 ∗ ∗

. . . ∗
1

 , (7.3.27)


1

∗ . . .

∗ ∗ 1




1

∗ . . .

∗ ∗ 1

 =


1

∗ . . .

∗ ∗ 1

 . (7.3.28)

These facts will be the basis for the LU decomposition below.

Second, let us re-examine the procedure of obtaining a strictly triangular form (which is an echelon

form). For example, consider a mid-step
∗ ∗ ∗ ∗
0 F ∗ ∗
0 • ∗ ∗
0 • ∗ ∗

 =⇒


∗ ∗ ∗ ∗
0 F ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗

 . (7.3.29)

What we did is actually to use the F entry to eliminate the two • entries by making use of a Type-III

elementary row operation.
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Third, on the other hand, a Type-III operation can be realized by an elementary matrix as pointed out

by the above Fact 1, hence the step (7.3.29) can be done alternatively via left-multiplying an elementary

matrix (7.3.24) to the LHS of (7.3.29).

Therefore, one can see that the Gauss-Jordan reduction procedure can be represented by a finite

sequence of Type-III elementary matrices left-multiplied to the square matrix being studied:

EkEk−1 · · ·E2E1


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

 =


∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗

 . (7.3.30)

It is seen that the RHS of (7.3.30) is an upper triangular matrix, and every Ei on the LHS is a lower

triangular matrix.

Finally, since every elementary matrix Ei is invertible, (7.3.30) becomes
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

 = E−1
1 E−1

2 · · ·E−1
k−1E

−1
k


∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗

 . (7.3.31)

As asserted by the above Facts 2 and 3, the inverse E−1
i is also a lower triangular Type-III elementary

matrix, and the product of E−1
i ’s is lower triangular matrix. Hence (7.3.32) indeed looks like
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

 =


∗
∗ ∗
∗ ∗ ∗
∗ ∗ ∗ ∗


Lower 4


∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗
∗


Upper 4

. (7.3.32)

Now let us have the formal definition and theorem.

Definition 7.10. A strictly lower triangular matrix with all 1’s on the diagonal is called a unit lower

triangular matrix, denoted as L.

Theorem 7.5. If an n× n matrix A can be reduced to a strictly upper triangular form using only Type-

III row operations, then it is possible to represent this reduction in terms of the so-called lower-upper

(LU) decomposition:

A = LU, (7.3.33)

where L and U are respectively a strictly lower- and upper-triangular matrix, as shown in (7.3.32).
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Proof: Suppose a matrix A is able to be turned into a strictly upper triangular matrix through a finite

sequence of k elementary row operations (ERO’s),

A
a sequence of−−−−−−−−−−−−−−→

k elementary row operations
U =


∗ ∗ ∗ ∗
∗ ∗ ∗

. . . ∗0
∗

 .

Each ERO can be represented by an elementary matrix Ei, i = 1, · · · , k, hence

Ek Ek−1 · · · E1A = U,

i.e.,

A = (Ek Ek−1 · · · E1)−1U = E−1
1 E−1

2 · · · E−1
k−1E

−1
k U.

Noticing the Ei’s are lower triangular matrices, their inverses as well as the product of the inverses

are also lower triangular matrices. Thus, A has an LU decomposition,

A = LU,

where L is a lower triangular matrix,

L = E−1
1 E−1

2 · · ·E−1
k−1E

−1
k =


∗

0∗ ∗

∗ ∗ . . .

∗ ∗ ∗ ∗

 .
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Chapter 8 Determinants

Determinants are not strange to us. In Chapter 3 we introduced the usage of determinants without formal

definition, to give the algebraic expression of a cross product of vectors. In this chapter we will learn the

formal definition of determinants as well as their properties.

§ 8.1 Introduction and definitions

Determinants arise from the attempts to derive the inverse of a nonsingular n× n (square) matrix.

A toy model: 2× 2 matrix case

Starting from a 2× 2 matrix

A =

(
a b

c d

)
,

let us try to use Gaussian elimination to deduce its inverse:(
a b 1

c d 1

)
R1=⇒ 1

a
R1−−−−−−→

(
1 b

a
1
a

c d 1

)
R2=⇒R2−cR1−−−−−−−−→

(
1 b

a
1
a

0

0 ad−bc
a

− c
a

1

)
R2=⇒ a

∆
R2−−−−−−→

(
1 b

a
1
a

0

0 1 − c
∆

a
∆

)
R1=⇒R1−abR2−−−−−−−−−→

(
1 0 d

∆
− b

∆

0 1 − c
∆

a
∆

)
, (8.1.1)

where a symbol ∆ is introduced,

∆ = ad− bc. (8.1.2)

It is seen from (8.1.1) that, when a 6= 0 and ∆ 6= 0, the inverse of the matrix A exists and reads

A−1 =
1

∆

(
d −b
−c a

)
. (8.1.3)

Apparently a, b, c, d cannot be zero at the same time; otherwise this zero matrix is nonsense. Hence

one can always use the technique of “switching unknowns” and “swapping rows” to obtain a nonzero

entry a, that is, the condition a 6= 0 can be guaranteed for sure.
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Now the key is the requirement ∆ 6= 0. Obviously (8.1.3) asserts that the matrix A is singular if

∆ = 0, hence ∆ becomes a key number. We define it to be the determinant of A:

detA ≡| A |= ∆ = ad− bc. (8.1.4)

We see a fact

A nonsingular iff⇐⇒ detA 6= 0. (8.1.5)

. Example 8.1. The determinant of a matrix A =

(
3 4

2 1

)
is computed as:

detA =

∣∣∣∣∣ 3 4

2 1

∣∣∣∣∣ = 3− 8 = −5.

3× 3 matrix case

Now consider a 3× 3 matrix

A =


a11 a12 a13

a21 a22 a23

a31 a32 a33

 . (8.1.6)

For this 3× 3 case, similarly, we can perform a Gaussian elimination. After the first step we have
a11 a12 a13

a21 a22 a23

a31 a32 a33

 −→


a11 a12 a13

0 a11a22−a21a12

a11

a11a23−a21a13

a11

0 a11a32−a31a12

a11

a11a33−a31a13

a11

 . (8.1.7)

where all the entries of the first column vanish except the top entry, a11. It is possible to guarantee a11 6= 0

based on the same reason as in the 2 × 2 case. Then, subsequently, we need to keep going and turn the

lower-right corner, i.e., the dashed-boxed 2× 2 block, into a row echelon form
(

1
1

)
This means we need to repeat the above steps (8.1.1) to (8.1.4) for a new 2× 2 matrix(

A B

C D

)
, (8.1.8)

with

A =
a11a22 − a21a12

a11

, B =
a11a23 − a21a13

a11

,

C =
a11a32 − a31a12

a11

, D =
a11a33 − a31a13

a11

. (8.1.9)
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Obviously, the invertibility of the 3× 3 matrix (8.1.6) is guaranteed by a condition a11 6= 0 together with

the invertibility of the 2× 2 matrix (8.1.8), while the latter is decided by the 2× 2 determinant

det

(
A B

C D

)
= AD −BC 6= 0. (8.1.10)

The requirement (8.1.10) means

a11a22a33 − a11a32a23 − a12a21a33 + a12a31a23 + a13a21a32 − a13a31a22 6= 0. (8.1.11)

Hence, introducing the determinant of the 3× 3 matrix A as

detA =

∣∣∣∣∣∣∣∣
a11 a12 a13

a21 a22 a23

a31 a32 a33

∣∣∣∣∣∣∣∣
= a11a22a33 − a11a32a23 − a12a21a33 + a12a31a23 + a13a21a32 − a13a31a22 6= 0 (8.1.12)

We see the fact again,

A nonsingular iff⇐⇒ detA 6= 0. (8.1.13)

Generic n× n case

Consider a generic n× n matrix

A =


a11 · · · a1n

...
...

an1 · · · ann

 . (8.1.14)

Let us re-examine its 2× 2 and 3× 3 cases with the aid of the above expressions (8.1.4) and (8.1.12).

• Case 2× 2 :

detA = a11a22 − a12a21

= a11M11 − a12M12

= a11A11 + a12A12, (8.1.15)

where we introduce

A11 = M11 = +a22, A12 = −M12 = −a21. (8.1.16)

• Case 3× 3 :

detA = a11(a22a33 − a23a32)− a12(a21a33 − a23a31) + a13(a21a32 − a31a22). (8.1.17)
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Introducing

M11 =

(
a22 a23

a32 a33

)
, M12 =

(
a21 a23

a31 a33

)
, M13 =

(
a21 a22

a31 a32

)
(8.1.18)

We have

detA = a11 det M11 − a12 det M12 + a13 det M13. (8.1.19)

Further, defining

A11 = (−1)1+1 detM11, A12 = (−1)1+2 detM12, A13 = (−1)1+3 detM13, (8.1.20)

we have

detA = a11A11 + a12A12 + a13A13. (8.1.21)

The above cases demonstrate a fact that the 2× 2 case is based on the 1× 1 case, while the 3× 3 case

is based on the determinant of the 2× 2 case, i.e., detM11, detM12 and detM13. Therefore, an inductive

conclusion can be drawn for the generic case n× n:

Definition 8.1 (Minor{fª, cofactor�ê{fª).
Let A = (aij) be an n× n matrix, and Mij the (n− 1)× (n− 1) matrix obtained from A by deleting the

row and column containing the entry aij . That is

Minor of aij : detMij.

Cofactor of aij : Aij = (−1)i+j detMij.
(8.1.22)

[Remark]: The sign (−1)i+j can be illustrated by the following matrix, in which the + and − are in an

alternating order: 
+ − + − · · ·
− + − + · · ·
+ − + − · · ·
...

...
...

... . . .

 . (8.1.23)

Then we achieve the formal definition of the determinant of a matrix A.

Theorem 8.1. [Cofactor expansion of determinant£1�ª�¤�ê{fªÐm]

Let A be an n × n matrix, n ≥ 2. Its determinant detA can be expressed as a cofactor expansion in

terms of any row (say, Row i) or any column (say, Column j) of A:

detA = ai1Ai1 + ai2Ai2 + · · ·+ ainAin ⇐= Row i, ∀i, j = 1, · · · , n

= a1jA1j + a2jA2j + · · ·+ anjAnj ⇐= Column j. (8.1.24)
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. Example 8.2. Computation of a determinant:

det


0 2 3 0

0 4 5 0

0 1 0 3

2 0 1 3

 = −2

∣∣∣∣∣∣∣∣
2 3 0

4 5 0

1 0 3

∣∣∣∣∣∣∣∣
= −2× 3

∣∣∣∣∣ 2 3

4 5

∣∣∣∣∣ = −6× (10− 12) = 12.

Alternatively,

det


0 2 3 0

0 4 5 0

0 1 0 3

2 0 1 3

 = −3 det


0 2 3

0 4 5

2 0 1

+ 3 det


0 2 3

0 4 5

0 1 0

 .

Now, equipped with the tool of determinants, let us go back to our original mission of finding the

inverse of a matrix.

Theorem 8.2. An n× n matrix A is singular iff

detA = 0. (8.1.25)

Proof: Ignored. Readers are referred to other textbooks for details.

§ 8.2 Properties of determinants

In this section, some theorems and properties of determinants will be listed out. Most proofs will be

ignored; interested readers are referred to textbooks for details. Our emphasis is focused on how to

memorize and use them in practice.

§ 8.2.1 Determinant of matrix transpose

Theorem 8.3. If A is an n× n matrix, then its transpose has the same determinant,

detAT = detA. (8.2.1)

Proof: Ignored.
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Hint: A simple way is to appeal to a formula

detA =
1

n!
εi1···inεj1···jnAi1j1 · · ·Ainjn , (8.2.2)

where

εi1···in =

{
1, when i1 · · · in are an even permutation£��¤of 1, · · · , n;

−1, when i1 · · · in are an odd permutation of 1, · · · , n.
(8.2.3)

Theorem 8.4. Let A be a triangular matrix,

A =



a11

*a22

. . .

ann0


or A =


0a11

a22

. . .
* ann


.

Its determinant equals to the product of all its diagonal entries,

detA = a11a22 · · · ann. (8.2.4)

Proof: This fact is easily seen in terms of the cofactor expansion, where only the diagonal entries,

a11, a22, · · · , ann, will have contributions to each step of the determinant computation.

Corollary 8.4.1. A diagonal matrix A = diag{a11, a22, · · · , ann} also has

detA = a11a22 · · · ann.

Proof: Ignored. A diagonal matrix is a special case of upper or lower triangular matrix.
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then

Theorem 8.5. Let A be an n× n matrix.

1. If A has a row or column which consists of all zeros, then detA = 0.

2. If A has two identical rows or columns, then detA = 0.

Proof:

1. This fact is easily seen in terms of cofactor expansion.

2. This can be proved by means of mathematical induction:

• When n = 2, consider a 2× 2 matrix with, say, identical rows, A =

(
a11 a12

a11 a12

)
. Then its

determinant reads

detA = a11a12 − a11a12 = 0.

• Suppose the statement is true for n = k, i.e., detA = 0 if A is a k × k matrix with identical

rows or columns.

• Examine the case n = k + 1. Consider a (k + 1)× (k + 1) matrix

A =


a11 a12 · · · a1k a1,k+1

a21 a22 · · · a2k a2,k+1

...
... · · · ...

...

ak+1,1 ak+1,2 · · · ak+1,k ak+1,k+1

 ,

whose top two rows are identical, i.e.,

a11 = a21, a12 = a22, · · · , a1,k+1 = a2,k+1.
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Then the cofactor expansion for A along the bottom row will prove the fact:

detA = ( sign )ak+1,1 det


a12 · · · a1,k+1

a22 · · · a2,k+1

... · · · ...

ak2 · · · ak,k+1

 + · · ·

+ ( sign )ak+1,k+1 det


a11 · · · a1k

a21 · · · a2k

... · · · ...

ak1 · · · akk


= 0,

where the (sign) means the corresponding sign appearing there, and each k × k determinant

vanishes thanks to the inductive hypothesis.

[Remark]: Another proof is to be given in the following property regarding the Type-I operation.

Theorem 8.6. Let A be an n× n matrix, and Aij denote the cofactor of aij, i, j = 1, · · · , n. Then

ai1Ai′1 + ai2Ai′2 + · · ·+ ainAi′n =

{
detA, if i = i′,

0, if i 6= i′.
(8.2.5)

[Remark]:

• This theorem means the inner product between a row vector ~Ri =
(
ai1 · · · ain

)
and its own

cofactor row ~Ai =
(
Ai,1 · · · Ai,n

)
will give the determinant; otherwise, the inner product

between ~Ri and ~Ai′ — the cofactor row of another row ~Ri′ , i 6= i′ — will vanish. Namely, the row

vector set, {~Ri}, and the cofactor row vector set, { ~Ai′}, form an orthogonal relation.

• A similar conclusion can be drawn for cofactor expansions along columns, i.e.,

a1jA1j′ + a2jA2j′ + · · ·+ anjAnj′ =

{
detA, if j = j′,

0, if j 6= j′.
(8.2.6)

Proof:
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1. Case i = i′ :

This is nothing but the definition of cofactor expansion of a determinant, (8.1):

ai1Ai1 + ai2Ai2 + · · ·+ ainAin = detA.

For the further proof below, let us notice such a fact:

If detA 6= 0, there must be no identical rows in A, due to Theorem 8.5. Therefore, for an entry

aij , its cofactor Aij should contain no rows (or columns) coming from the same row (or column)

containing aij , i.e.,

Aij = (−1)i+j

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a11 · · · a1,j−1 a1,j+1 · · · a1n

...
...

ai−1,1 · · · ai−1,j−1 ai−1,j+1 · · · ai−1,n

ai+1,1 · · · ai+1,j−1 ai+1,j+1 · · · ai+1,n

...
...

an1 · · · an,j−1 an,j+1 · · · ann

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.

2. Case i 6= j :

In this case,

ai1Ai′1 + ai2Ai′2 + · · ·+ ainAi′n, i 6= i′, (8.2.7)

since i 6= i′, the cofactor Ai′j must contains a row coming from the same row containing aij , i.e.,

Ai′j = (−1)i
′+j

∣∣∣∣∣∣∣∣∣∣∣∣∣

a11 · · · a1,j−1 a1,j+1 · · · a1n

...
...

...

ai1 · · · ai,j−1 ai,j+1 · · · ain
...

...
...

an1 · · · an,j−1 an,j+1 · · · ann

∣∣∣∣∣∣∣∣∣∣∣∣∣
.

Therefore, (8.2.7) indeed gives the determinant of a matrix containing two identical rows, which is

definitely a zero:

ai1Ai′1 + ai2Ai′2 + · · ·+ ainAi′n = det



. . . . . . . .

ai1 ai2 · · · ain

. . . . . . . .

ai1 ai2 · · · ain

. . . . . . . .


= 0. (8.2.8)
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[Remark]: The above proof can be illustrated as follows.






[Left] Case i = i′:

For a row represented by the solid box, its cofactors do not contain that row itself. Hence

ai1Ai1 + ai2Ai2 + · · ·+ ainAin = detA.

[Right] Case i 6= i′:

This is exactly equivalent to the case that a matrix contains two identical rows. Namely, when doing

the cofactor expansion along a row represented by the solid box, the cofactors cannot avoid taking values

from the dash-boxed row. Since the two boxed rows are identical, the determinant must vanish,

ai1Ai′1 + ai2Ai′2 + · · ·+ ainAi′n = 0, i 6= i′.
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§ 8.2.2 Three types of row operations

Type I: Row exchange Ri ←→ Rj

Theorem 8.7. Let A be an n× n matrix, and E I
ij an elementary matrix to realize a Type I operation of

row exchange, Ri ←→ Rj . Then,

det
(
E I
ij A

)
= detE I

ij detA = − detA, 1 ≤ i, j ≤ n. (8.2.9)

[Remark]: The meaning of this expression is twofold.

I. A determinant changes its sign under a row exchange, i.e.,

det Ã = − detA, (8.2.10)

where Ã is obtained by exchanging two rows of A.

II. The determinant of the matrix product equals to the product of the separate determinants of the

matrices,

detE I
ij = −1, thus det

(
E I
ij A

)
= detE I

ij detA. (8.2.11)

Proof: Let us prove (8.2.9) by verifying the two parts (8.2.10) and (8.2.11) in turn.

Step I: For an n× n matrix A, to prove det Ã = − detA, we appeal to mathematical induction.

(1) When n = 2,

detA =

∣∣∣∣∣ a11 a12

a21 a22

∣∣∣∣∣ = a11a22 − a12a21, det Ã =

∣∣∣∣∣ a21 a22

a11 a12

∣∣∣∣∣ = a21a12 − a11a22,

hence

det Ã = − detA.

(2) Inductive hypothesis: Assume the statement is true for n = k, where k ≥ 2.

(3) Examination of the case n = k + 1: Suppose Ã is obtained from A through Ri ←→ Rj .

Then we can always row-expand detA and det Ã along a row Rl other than Ri and Rj , i.e.,
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l 6= i, j:

detA =======

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

...

ai1 · · · ai,k+1

...

aj1 · · · aj,k+1

...

al1 · · · al,k+1

...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

======= (−1)l+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

...

ai2 · · · ai,k+1

...

aj2 · · · aj,k+1

...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ · · ·+ (−1)l+k+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

...

ai1 · · · ai,k
...

aj1 · · · aj,k
...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Inductive

=======
hypothesis

−(−1)l+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

...

aj2 · · · aj,k+1

...

ai2 · · · ai,k+1

...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− · · · − (−1)l+k+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

...

aj1 · · · aj,k
...

ai1 · · · ai,k
...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

======= −

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

...

aj1 · · · aj,k+1

...

ai1 · · · ai,k+1

...

al1 · · · al,k+1

...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= − det Ã.

Hence the statement holds true for all integers n ≥ 2.
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Step II: The determinant of E I
ij is computed as follows:

detE I
ij =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
. . .

1

0 · · · 1

1
... . . . ...

1

1 · · · 0

1
. . .

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣∣

0 · · · 1

1
... . . . ...

1

1 · · · 0

∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣ 0 1

1 0

∣∣∣∣∣ = −1.

Therefore, the statement (8.2.9) holds true.

Type II: Row rescaling: Ri =⇒ αRi, α 6= 0

Theorem 8.8. Let A be an n× n matrix, and E II
i,α an elementary matrix to realize a Type II operation

of row rescaling, Ri =⇒ αRi, α 6= 0. Then,

det
(
E II
i,αA

)
= detE II

i,α detA = α detA, α 6= 0. (8.2.12)

[Remark]: The meaning of this expression is twofold.

I. Multiplying one row of a matrix with a scalar, equals to multiplying its determinant with the scalar,

i.e.,

det Ã = α detA, α 6= 0, (8.2.13)

where Ã is obtained by rescaling the ith row of A with α.

II. The determinant of the matrix product equals to the product of the separate determinants of the

matrices,

detE II
i,α = α, thus det

(
E II
i,αA

)
= detE II

i,α detA. (8.2.14)
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Proof: Let us prove (8.2.12) by verifying the two parts (8.2.13) and (8.2.14) in turn.

Step I: Let us examine the row-expansion of det Ã along the particular rescaled row:

det Ã =

∣∣∣∣∣∣∣∣
...

αai1 · · · αai1
...

∣∣∣∣∣∣∣∣ = (−1)i+1α (cofactor of ai1) + · · ·+ (−1)i+nα (cofactor of ain)

= α
[
(−1)i+1 (cofactor of ai1) + · · ·+ (−1)i+n (cofactor of ain)

]
= α detA.

Step II: Obviously, due to the computation of the determinant of a diagonal matrix, we have

detE II
i,α =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
. . .

1

α

1
. . .

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= α. (8.2.15)

Therefore, the statement (8.2.12) holds true.

Corollary 8.8.1. Let A be an n × n matrix, and α a nonzero scalar. The determinant of the scalar

multiplication αA reads

det (αA) = αn detA. (8.2.16)

Proof: Obvious. Notice, det (αA) 6= α detA, when n 6= 1.
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Type III: Adding a rescaled row to another row: Ri =⇒ Ri + αRj

Theorem 8.9. Let A be an n×n matrix, and E III
i,αj an elementary matrix to realize a Type III operation,

Ri =⇒ Ri + αRj, α 6= 0. Then,

det
(
E III
i,αjA

)
= detE III

i,αj detA = detA. (8.2.17)

[Remark]: The meaning of this expression is twofold.

I. Multiplying one row with a scalar and then adding it to another row, does not change the determi-

nant of the matrix,

det Ã = detA, (8.2.18)

where Ã is obtained by performing a Type-III operation to A.

II. The determinant of the matrix product equals to the product of the separate determinants of the

matrices,

detE III
i,αj = 1, thus det

(
E III
i,αjA

)
= detE III

i,αj detA. (8.2.19)

Proof: Let us prove (8.2.17) by verifying the two parts (8.2.18) and (8.2.19) in turn.

Step 1: Let us prove det Ã = detA by row-expand Ã along the particular row:

det Ã =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

...

ai1 + αaj1 · · · ain + αajn
...

aj1 · · · ajn
...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
row expansion

=========
n∑
l=1

(−1)i+l (ail + αajl) (cofactor of site (i, l))

=
n∑
l=1

(−1)i+lail (cofactor of site (i, l)) +
n∑
l=1

(−1)i+lαajl (cofactor of site (i, l))

=
n∑
l=1

(−1)i+lail (cofactor of site (i, l)) +
n∑
l=1

(−1)i+lα

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

...

aj1 · · · ajn
...

aj1 · · · ajn
...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
identical rows

========= detA+ 0 = detA.
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Step 2: Obviously, thanks to the computation rule of a triangular matrix,

detE III
i,αj =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
. . .

1
... . . .

α · · · 1
. . .

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

or

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
. . .

1 · · · α
. . . ...

1
. . .

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= 1. (8.2.20)

Therefore, the statement (8.2.17) holds true.

Summary of three types of elementary matrices

Now let us summarize the properties of the determinant of an elementary matrix.

Theorem 8.10. Let E be an n× n elementary matrix, and A an n× n matrix. Then,

1.

detE =


−1, if E is Type-I,

α 6= 0, if E is Type-II,

1, if E is Type-III.

(8.2.21)

2.

det(EA) = detE detA. (8.2.22)

Proof: Ignored. See above (8.2.9)–(8.2.17).
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§ 8.2.3 Determinant of product of matrices

Based on the above theorems regarding the determinants of elementary matrices, we have the following

important conclusions.

Theorem 8.11. An n× n matrix A is singular iff its determinant vanishes, i.e.,

A singular ⇐⇒ detA = 0. (8.2.23)

Proof:
Let U be the reduced echelon form, which is an n × n matrix, induced by A through a sequence of k

elementary row operations

A
ERO−1, ERO−2, ,··· , ERO−k−−−−−−−−−−−−−−−−−−→ U.

Since every ERO − i can be realized by an elementary matrix Ei, we indeed have

EkEk−1 · · ·E1A = U, namely, A = E−1
1 E−1

2 · · ·E−1
k U,

where E−1
1 , · · · , E−1

k are also elementary matrices. Introducing a new symbol, Ẽi = E−1
i , i = 1, · · · , k,

A = Ẽ1Ẽ2 · · · ẼkU.

Taking the determinants of both sides of the above equation, we have

detA = det
(
Ẽ1Ẽ2 · · · ẼkU

)
= det Ẽ1 det Ẽ2 · · · det Ẽk detU.

Since all the evaluations det Ẽi’s are nonzero as shown in (8.2.21), we have

detA = 0⇐⇒ detU = 0. (8.2.24)

Thus,

• if A is singular, its induced reduced echelon form U must contains at least one all-zero row, like

U =



1
. . .

. . .

1

0 0 · · · 0


.

Such a U must have detU = 0. Hence detA = 0.

125



CHAP.8 DETERMINANTS

• If A is non-singular, its induced reduced echelon form U must be an identity matrix

U =


1

. . .

1

 ,

which has detU = 1 6= 0. Hence detA 6= 0.

Therefore, A singular ⇐⇒ detA = 0, the statement holds true.

Theorem 8.12. If A and B are n× n matrices, then

det(AB) = detA detB. (8.2.25)

Proof: Let us examine the different cases of the matrix A.

• Case 1 — A is singular:

In this case we have detA = 0, due to (8.2.23). Hence the RHS of (8.2.25) vanishes.

For the LHS, let A0 be the reduced echelon form row-equivalent to A, i.e.,

A = EkEk−1 · · ·E1A0,

where E1, · · · , Ek are the needed elementary matrices. Then A0 must contain all-zero rows in the

bottom, say,

A0 =



1 0 0 · · · 0

1
. . .

1

0 · · · 0


.

Therefore,

det(AB) = det (Ek · · ·E1A0B) = det (Ek · · ·E1) det (A0B) .

Given that A0 contains all-zero rows, A0B must contain all-zero rows, hence A0B is singular, i.e.,

det (A0B) = 0.

Therefore, the LHS vanishes too, and (8.2.25) holds true.
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• Case 2 — A is non-singular:

In this case the reduced echelon form A0 is an identity matrix, thus A = Ek · · ·E1I . Therefore,

det(AB) = det (Ek · · ·E1IB) = det (Ek · · ·E1) det (B) = detA detB.

(8.2.25) holds true.

More efficient way to compute a determinant based on row and column operations

Thanks to the property (8.2.1), detAT = detA, we can similarly have elementary column operations.

In (7.2.7)–(7.2.9) of the last chapter, it is shown that a column operation can be done by right-

multiplying an elementary matrix E to a matrix A. Moreover, it is easy to see that the transpose of

an elementary matrix is also an elementary matrix, hence we have the following useful conclusion.

Theorem 8.13. (Determinants under Type-I elementary column operation)

Let A and Ã be two n× n matrices, where Ã is obtained from A via an elementary column operation.

Let E I
ij be a Type-I elementary matrix of size n × n, which realizes the function of swapping two

columns Ci and Cj when right-multiplied to A:

AE I
ij

ci↔cj
===== Ã.

Then

det Ã = − detA, i.e., detA
ci↔cj−−−→ − detA. (8.2.26)

Proof: Let E I,T
ij be the transpose of E I

ij , which has the function of swapping two rows Ri and Rj when

left-multiplied to a matrix. Then, in the light of (8.2.9), we have

det Ã = det
(
AE I

ij

) Transpose
======= det

(
E I,T
ij AT

)
= − detAT = − detA.
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Theorem 8.14. (Determinants under Type-II elementary column operation)

Let A and Ã be two n× n matrices, where Ã is obtained from A via an elementary column operation.

LetE II
i,α be a Type-II elementary matrix of size n×n, which realizes the function of rescaling a column

Ci by α when right-multiplied to A:

AE II
i,α

ci⇒αci====== Ã.

Then

det Ã = α detA, i.e., detA
ci⇒αci−−−−→ α detA. (8.2.27)

Proof: Let E II,T
i,α be the transpose of E II

i,α , which has the function of rescaling a row Ri by α when

left-multiplied to a matrix. Then, in the light of (8.2.12), we have

det Ã = det
(
AE II

i,α

) Transpose
======= det

(
E II,T
i,α AT

)
= α detAT = α detA.

Theorem 8.15. (Determinants under Type-III elementary column operation)

Let A and Ã be two n× n matrices, where Ã is obtained from A via an elementary column operation.

Let E III
ij be a Type-III elementary matrix of size n × n, which realizes the function of adding to a

column Ci another column Cj rescaled by α, when right-multiplied to A:

AE III
i,αj

ci⇒ci+αcj
======== Ã.

Then

det Ã = detA, i.e., detA
ci⇒ci+αcj−−−−−−→ detA. (8.2.28)

Proof: Let E III,T
i,αj be the transpose of E III

i,αj , which has the function of adding to a row Ri another row

Rj rescaled by α, when left-multiplied to a matrix. Then, in the light of (8.2.17), we have

det Ã = det
(
AE III

i,αj

) Transpose
======= det

(
E III,T
i,αj AT

)
= detAT = detA.
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Equipped with row and column operations, we are able to simplify a determinant as much as possible,

for example, to the extent of triangular matrix, and then easily compute it.

. Example 8.3.∣∣∣∣∣∣∣∣
2 1 3

4 2 1

6 −3 4

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
2 1 3

0 0 −5

0 −6 −5

∣∣∣∣∣∣∣∣ = −

∣∣∣∣∣∣∣∣
2 1 3

0 −6 −5

0 0 −5

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
2 1 −3

0 −6 5

0 0 5

∣∣∣∣∣∣∣∣ = −60.

The following Table 8.1 demonstrates a comparison between the two methods of computing a de-

terminant — cofactor expansion versus row and column operations (see Page 96 of S. Leon, 2010). It

is seen that, as the size of a determinant increases, the advantage of the approach of row and column

operations becomes more and more explicit.

Cofactors Row/column operations

n Additions Multiplications Additions Multiplications and Divisions

2 1 2 1 3

3 5 9 5 10

4 23 40 14 23

5 119 205 30 44

10 3,628,799 6,235,300 285 339

Table 8.1: Comparison between the two methods of computing a determinant: cofactor expansion vs.

row and column operations.
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§ 8.3 Applications of determinants

§ 8.3.1 Cross product

In (3.2.2) of Chapter 3, the algebraic definition of cross product£�¦¤is presented in terms of deter-

minants, before we learn the definition of determinants in this chapter. Here let us recall the algebraic

definition of determinants as well as its row-expansion:

a× b =

∣∣∣∣∣∣∣∣
i j k

a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣∣∣ = i

∣∣∣∣∣ a2 a3

b2 b3

∣∣∣∣∣− j

∣∣∣∣∣ a1 a3

b1 b3

∣∣∣∣∣+ k

∣∣∣∣∣ a1 a2

b1 b2

∣∣∣∣∣ . (8.3.29)

§ 8.3.2 Adjoint of matrix

The concept of adjoint of a matrix builds upon the orthogonal relations (8.2.5) and (8.2.6) before:

Expansion along row:
1

detA
(ai1Ai′1 + · · ·+ ainAi′n) =

{
1, if i = i′;

0, otherwise .
(8.3.30)

Expansion along column:
1

detA
(a1jA1j′ + · · ·+ anjAnj′) =

{
1, if j = j′;

0, otherwise .
(8.3.31)

These imply the existence of orthonormal relations£��8�'X¤in between (ai1, · · · , ain)T and

(Ai′1, · · · , Ai′n)T and in between (a1j, · · · , anj)T and (A1j′ , · · · , Anj′)T , based on which we introduce

the following concept of adjoint matrix.

Definition 8.2 (Adjoint matrix��Ý
). Let A be an n× n matrix,

A =


a11 a12 · · · a1n

a21 a22 · · · a2n

...
... · · · ...

an1 an2 · · · ann

 .

Its adjoint matrix, or adjoint for short, denoted as adjA, is defined in terms of the cofactors of A:

adjA =


A11 A12 · · · A1n

A21 A22 · · · A2n

...
... · · · ...

An1 An2 · · · Ann


T

=


A11 A21 · · · An1

A12 A22 · · · An2

...
... · · · ...

A1n A2n · · · Ann

 , (8.3.32)

where Aij is the cofactor of the matrix entry aij .
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Then, in the light of the orthonormal relations (8.3.30) and (8.3.31) above we immediately draw the

following important conclusion.

Theorem 8.16.

A adjA = adjA A = detA I, i.e.,
1

detA
A adjA =

1

detA
adjA A = I. (8.3.33)

This provides an alternative expression for the inverse of a matrix A:

A−1 =
1

detA
adjA, when detA 6= 0. (8.3.34)

Proof: Ignored.

. Example 8.4. Use the adjoint matrix approach to find the inverse of the matrix

A =


2 1 2

3 2 2

1 2 3

 .

Solution: First, it is easy to compute the determinant of A,

detA = 5.

Second, the adjoint matrix is computed as

adjA =



∣∣∣∣∣2 2

2 3

∣∣∣∣∣ −
∣∣∣∣∣3 2

1 3

∣∣∣∣∣
∣∣∣∣∣3 2

1 2

∣∣∣∣∣
−

∣∣∣∣∣1 2

2 3

∣∣∣∣∣
∣∣∣∣∣2 2

1 3

∣∣∣∣∣ −
∣∣∣∣∣2 1

3 2

∣∣∣∣∣∣∣∣∣∣1 2

2 2

∣∣∣∣∣ −
∣∣∣∣∣2 2

3 2

∣∣∣∣∣
∣∣∣∣∣2 1

3 2

∣∣∣∣∣



T

=


2 1 −2

−7 4 2

4 −3 1

 .

Therefore,

A−1 =
1

5


2 1 −2

−7 4 2

4 −3 1

 .

The reader is invited to have a double check of this result by using the previous method of row reduction.
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§ 8.3.3 Cramer’s rule

In light of determinant, we can also derive a rule to obtain the solution of a linear system of equations.

This rule is formal, but sometimes also practical.

Theorem 8.17. (Cramer’s rule �40{K)

Let Ax = b be a linear system of equations:
a11 · · · a1n

... . . . ...

an1 · · · ann




x1

...

xn

 =


b1

...

bn

 ,

where A is an n× n nonsingular matrix. Then the solution of x = (x1, x2, · · · , xn)T is given by

xi =
detAi
detA

, i = 1, · · · , n, (8.3.35)

where Ai is the matrix obtained by replacing the ith column of A with the column

b = (b1, b2, · · · , bn)T .

Proof: Formally, the solution to the equation Ax = b can be expressed as

x = A−1b, when A invertible.

In the light of our expression for a matrix inverse of (8.3.34), A−1 = 1
detA

adj A, we have

x =


x1

x2

...

xn

 =
1

detA
adjA b =

1

detA


A11 A21 · · · An1

A12 a22 · · · An2

...
... · · · ...

A1n a2n · · · Ann




b1

b2

...

bn

 ,

i.e.,

xi =
1

detA
(A1ib1 + A2ib2 + · · ·+ Anibn). (8.3.36)

Comparing this with the definition of a determinant

detA = a1iA1i + a2iA2i + · · ·+ aniAni,

it is seen that (8.3.36) can be obtained by playing the replacement

a • i =⇒ b • i,
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namely,

xi =
1

detA
detAi,

where

Ai =


a11 · · · b1i · · · a1n

...
...

...

an1 · · · bni · · · ann

 .

. Example 8.5. Solve the following linear system Ax = b:
1 2 1

2 2 1

1 2 3




x1

x2

x3

 =


5

6

9

 .

Solution:

detA =

∣∣∣∣∣∣∣∣
1 2 1

2 2 1

1 2 3

∣∣∣∣∣∣∣∣ = −4; detA1 =

∣∣∣∣∣∣∣∣
5 2 1

6 2 1

9 2 3

∣∣∣∣∣∣∣∣ = −4;

detA2 =

∣∣∣∣∣∣∣∣
1 5 1

2 6 1

1 9 3

∣∣∣∣∣∣∣∣ = −4; detA3 =

∣∣∣∣∣∣∣∣
1 2 5

2 2 6

1 2 9

∣∣∣∣∣∣∣∣ = −8.

Therefore,

x1 =
detA1

detA
=
−4

−4
= 1;

x2 =
detA2

detA
=
−4

−4
= 1;

x3 =
detA3

detA
=
−8

−4
= 2.
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Chapter 9 Eigenvalues and eigenvectors

§ 9.1 Introduction: significance of eigenvalue problems

Eigenvalue£���¤problems — eigenvalues and corresponding eigenvectors£��¥þ¤— are of

extreme importance and have wide applications in natural sciences, engineering technology and social

sciences, to mention just a few. The prefix eigen- is a German word meaning own and proper.

• Application 1 — Principal axis of rigid body£fN�Ì¶¤:

In material mechanics£á�åÆ¤, we have the stress-strain analysis£Aå-AC©Û¤:

– Hooke’s law£��½Æ¤— simple colinear£��¤case:

f = −kx. (9.1.1)

– Generic case: Young’s modules£
¼�þ¤, etc.

T = σf , (9.1.2)

where σ is the so-called Cauchy’s stress tensor£�ÜAåÜþ¤, a matrix.

Only in some particular directions the force and stress are colinear.

• Application 2 — Aircraft design:

See Page 289–291 of S. Leon, 2010.

As shown in Figure 9.1, a space shuttle has three types of rotations:

Roll (R) — Rotation about the x-axis, (9.1.3)

Pitch (P ) — Rotation about the y-axis, (9.1.4)

Yaw (Y ) — Rotation about the z-axis. (9.1.5)
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290 Chapter 6 Eigenvalues

to describe the rotations of a space shuttle from its initial position to a new orientation.
The only difference is that, for a space shuttle, it is customary to have the positive x
and z axes pointing in the opposite directions. Figure 6.1.2 shows the axis system for
the shuttle, compared with the axis system used for an airplane. The shuttle axes for
the yaw, pitch, and roll are denoted ZS, YS, and XS, respectively. The origin for the
axis system is at the center of mass of the space shuttle. We could use the yaw, pitch,
and roll transformations to reorient the shuttle from its initial position; however, rather
than performing three separate rotations, it is more efficient to use only one rotation.
Given the angles for the yaw, pitch, and roll, it is desirable to have the shuttle computer
determine a new single axis of rotation R and an angle of rotation β about that axis.

ZS

YS

Y

Z

X

XS

+Yaw

Center
of gravity

+Roll

+Pitch

Figure 6.1.2.

In 2-space, a rotation in the plane of 45◦, followed by a 30◦ rotation, is equivalent
to a single 75◦ rotation from the initial position. Likewise, in 3-space, a combination
of two or more rotations is equivalent to a single rotation. In the case of the space
shuttle, we would like to accomplish the combined rotations of yaw, pitch, and roll by
performing a single rotation about a new axis R. The new axis can be determined by
computing the eigenvectors of the transformation matrix Q.

The matrix Q representing the combined yaw, pitch, and roll transformations is
a product of three orthogonal matrices, each having determinant equal to 1. So Q is
also orthogonal and det(Q) = 1. It follows that Q must have λ = 1 as an eigenvalue.
(See Exercise 23.) If z is a unit vector in the direction of the axis of rotation R, then
z should remain unchanged by the transformation and hence we should have Qz = z.
Thus, z is a unit eigenvector of Q belonging to the eigenvalue λ = 1. The eigenvector
z determines the axis of rotation.

To determine the angle of rotation about the new axis R, note that e1 represents
the initial direction of the XS axis and q1 = Qe1 represents the direction after the

Figure 9.1: Three types of rotations of a space shuttle: roll, denoted as Xs, the rotations about the x-axis;

pitch, denoted as Ys, those about the y-axis; yaw, denoted as Zs, those about the z-axis.

Yaw (Y ), pitch (P ) and roll (R) are used to describe the rotations of a space shuttle from its initial

position to a new orientation. A combination of a yaw followed by a pitch and then a roll could be

represented by a product Q = Y PR. Figure 9.1 shows the axes for the yaw, pitch and roll, ZS , YS
and XS , respectively, with the origin of system at the center of mass.

The Y , P and R transformations may reorient the shuttle from its initial position; however, rather

than performing three separate rotations, it is more efficient to use only one rotation. This needs to

determine a new single axis of rotation N and an angle of rotation β about N . The new axis should

be determined by computing the eigenvectors of the transformation matrix Q.

• Other applications:

– in digital image processing. See Pages 347–348 in the textbook of S. Leon, 2010.

– in wires of music instruments, like guitar strings, where different modes of wire vibration£u

�Ä�ª¤form the musical scale £Ñ�¤. Another example is the opening holes of a

flute.

– in social sciences, e.g., marital status computation.

Basically, for all practical models, if the problem contains a matrix (non-singular), its eigenvalue

problem is usually of great importance. Moreover, besides applications in practice, eigenvalues and

eigenvectors are important in theoretical studies of mathematics, such as diagonalization of matrices, etc,

to be shown in this chapter.
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§ 9.2 Definitions of eigenvalues and eigenvectors

§ 9.2.1 Definitions

Definition 9.1 (Eigenvalue and eigenvector). Let A be an n × n matrix. A scalar λ is said to be an

eigenvalue or characteristic value£A��¤of A, if there exists a nonzero column vector x such that

Ax = λx. (9.2.1)

This vector x is called an eigenvector, or characteristic vector£A�¥þ¤, corresponding to the

eigenvalue λ.

. Example 9.1. LetA =

(
4 −2

1 1

)
be a matrix. It can be checked that not all vectors

(
x

y

)
satisfy

A

(
x

y

)
= λ

(
x

y

)
, where λ ∈ R.

. Example 9.2. It is easy to check that
(

2 3
)T

is of no hope to realize the definition (9.2.1),(
4 −2

1 1

)(
2

3

)
=

(
−4

5

)
6= λ

(
2

3

)
.

But there do exist two families of vectors

x = α

(
2

1

)
and β

(
1

1

)
, where α, β 6= 0, α, β ∈ R,

satisfying

Ax = λx.

Let us have a double check:

Ax =

(
4 −2

1 1

)[
α

(
2

1

)]
= α

(
4 −2

1 1

)(
2

1

)

= α

(
6

3

)
= 3

[
α

(
2

1

)]
= 3x;

Ay =

(
4 −2

1 1

)[
β

(
1

1

)]
= β

(
4 −2

1 1

)(
1

1

)

= β

(
2

2

)
= 2

[
β

(
1

1

)]
= 2y.
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§ 9.2.2 How to find eigenvalues and corresponding eigenvectors

We have the following strategy to do the job:

Step 1 Find all the eigenvalues λ for a given matrix A from the definition (9.2.1), Ax = λx.

Step 2 For each λ, solve out the corresponding eigenvector(s).

In the following these two steps will be narrated in detail.

Step 1: Solving eigenvalues

Rewrite the requirement Ax = λx as

(A− λI)x = 0. (9.2.2)

This is a homogeneous linear system. It is known that

• If the matrix A− λI is nonsingular, the vector x has only a trivial solution

x = 0 =


0
...

0

 . (9.2.3)

• If x has non-zero solutions, the matrix A− λI must be singular.

It is known well that

A singular iff⇐⇒ detA = 0. (9.2.4)

Hence to guarantee x has nonzero solution, there must be

det (A− λI) = 0. (9.2.5)

This is the key equation to solve the eigenvalues λ.

. Example 9.3. Let us continue to consider our previous example

A =

(
4 −2

1 1

)
.

We have

det (A− λI) =

∣∣∣∣∣4− λ −2

1 1− λ

∣∣∣∣∣ = (λ− 2) (λ− 3) = 0.

The solutions to this algebraic equation are λ = 2, 3, which agree to our previous guess of eigenvalues.
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Step 2: Solving eigenvector(s)

After the eigenvalues λ’s are achieved, the eigenvector(s) corresponding to each λ can be solved through

(A− λI)x = 0. (9.2.6)

The procedure will be shown via the examples below.

. Example 9.4. The example above, A =

(
4 −2

1 1

)
, which has two eigenvalues λ1 = 2, λ2 = 3.

Solution:

• For λ1 = 2, the equation (A− λI)x = 0 reads

(A− 2I)x =

(
4− 2 −2

1 1− 2

)
x =

(
0

0

)
, (9.2.7)

i.e., (
2 −2

1 −1

)(
x1

x2

)
=

(
0

0

)
row equivalent⇐======⇒

(
1 −1

1 −1

)(
x1

x2

)
=

(
0

0

)

⇐======⇒

(
1 −1

0 0

)(
x1

x2

)
=

(
0

0

)
.

The solution is x1 = x2, i.e.,

v1 =

(
x1

x2

)
=

(
t

t

)
, i.e., v1 = t

(
1

1

)
, t ∈ R,

where t is an introduced parameter to represent the freedom in the solution evaluation.

• For λ2 = 3, the equation (A− λI)x = 0 turns to be

(A− 3I)x =

(
4− 3 −2

1 1− 3

)
x =

(
0

0

)
,

i.e., (
1 −2

1 −2

)(
x1

x2

)
=

(
0

0

)
row equivalent⇐======⇒

(
1 −1

1 −1

)(
x1

x2

)
=

(
0

0

)

⇐======⇒

(
1 −2

0 0

)(
x1

x2

)
=

(
0

0

)
.
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The solution is x1 = 2x2, i.e.,

v2 =

(
x1

x2

)
=

(
2t

t

)
, i.e., v2 = t

(
2

1

)
, t ∈ R.

• In summary,

– the eigenvector corresponding to λ = 2 is v1 = t

(
1

1

)
;

– the eigenvector corresponding to λ = 3 is v2 = t

(
2

1

)
.

This conclusion agrees to our previous results.

. Example 9.5. Find the eigenvalues and the corresponding eigenvectors of the matrix

A =

(
3 2

3 −2

)
. (9.2.8)

Solution: The characteristic equation reads

det (A− λI) =

∣∣∣∣∣3− λ 2

3 −2− λ

∣∣∣∣∣ = − (3− λ) (2 + λ)− 6

= λ2 − λ− 12 = (λ− 4) (λ+ 3) .

Hence the eigenvalues are λ = 4,−3.

• For λ1 = 4: We have

(A− λI)x =

(
−1 2

3 −6

)
x =

(
0

0

)
,

i.e. (
−1 2

0 0

)(
x1

x2

)
=

(
0

0

)
.

The solution is x1 = 2x2, i.e.,

v1 =

(
x1

x2

)
= t

(
2

1

)
, t ∈ R.

[Remark]:

From the viewpoint of the next chapter, we can say that the solution space of v1 is span{

(
2

1

)
}.
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• For λ2 = −3: We have

(A+ 3I)x =

(
6 2

3 1

)
x =

(
0

0

)
,

i.e., (
3 1

0 0

)(
x1

x2

)
=

(
0

0

)
.

The solution is x1 = −1
3
x2, i.e.,

v2 =

(
x1

x2

)
= t′

(
−1

3

1

)
, i.e., v2 = t

(
−1

3

)
, t′, t ∈ R.

[Remark]:

As per the next chapter, the solution space of v2 is span{

(
−1

3

)
}.

. Example 9.6. Find the eigenvalues and corresponding eigenvectors of

A =


2 −3 1

1 −2 1

1 −3 2

 . (9.2.9)

Solution: The characteristic equation reads

det(A− λI) =

∣∣∣∣∣∣∣∣
2− λ −3 1

1 −2− λ 1

1 −3 2− λ

∣∣∣∣∣∣∣∣ = −λ3 + 2λ2 − λ

= −λ(λ− 1)2 = 0.

This means the eigenvalues are λ1 = 0 and λ2 = λ3 = 1, where λ2 and λ3 are repeated roots.

• For λ = 0: We have

(A− 0I)x = 0,

i.e., 
2 −3 1

1 −2 1

1 −3 2



x1

x2

x3

 =


0

0

0



⇐⇒


1 0 −1

0 1 −1

0 0 0



x1

x2

x3

 =


0

0

0


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Thus the solution is given by

v1 =


x1

x2

x3

 = t


1

1

1

 , t ∈ R. Hence, the solution space of v1 = span{


1

1

1

}.
• For the repeated roots λ2 = λ3 = 1: We have (A− I)x = 0, i.e.

1 −3 1

1 −3 1

1 −3 1



x1

x2

x3

 =


0

0

0

 ⇐⇒


1 −3 −1

0 0 0

0 0 0



x1

x2

x3

 =


0

0

0

 .

Notice: The two all-zero rows imply two free parameters need to be introduced.

Hence, the solution reads x1 = 3x2 − x3.

Introducing two parameters s and t as x2 = s, x3 = t, the solution is expressed as

v2,3 =


x1

x2

x3

 =


3s− t
s

t

 = s


3

1

0

+ t


−1

0

1

 , s, t ∈ R.

This means the solution space of v2,3 is given by

span{


3

1

0

 ,


−1

0

1

}.

Complex eigenvalues

Let us start from an example.

. Example 9.7. Find the eigenvalues and corresponding eigenvectors of

A =

(
1 2

−2 1

)
. (9.2.10)

Solution: The characteristic equation reads

det(A− λI) =

∣∣∣∣∣1− λ 2

−2 1− λ

∣∣∣∣∣ = λ2 − 2λ+ 5,

which has a pair of complex conjugate roots, λ± = 1± 2i.
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• For λ+ = 1 + 2i: We have (A− λ+I)x = 0, i.e.,(
−2i 2

−2 −2i

)(
x1

x2

)
=

(
0

0

)
⇐⇒

(
1 i

0 0

)(
x1

x2

)
=

(
0

0

)
.

Hence the solution is given by

v+ =

(
x1

x2

)
= t

(
−i

1

)
, t ∈ R.

• For λ− = 1− 2i: We have (A− λ−I)x = 0, i.e.(
2i 2

−2 2i

)(
x1

x2

)
=

(
0

0

)
⇐⇒

(
−1 i

0 0

)(
x1

x2

)
=

(
0

0

)
.

Hence the solution is given by

v− =

(
x1

x2

)
= t

(
i

1

)
, t ∈ R.

• In summary,

– the eigenvector v+ = t

(
−i
1

)
can be equivalently expressed by t

(
1

i

)
.

– the eigenvector v− = t

(
1

i

)
can be equivalently expressed by t

(
1

−i

)
.

From this example we see the emergence of complex conjugate of entries:

λ1 = λ∗2, v+ = v∗−. (9.2.11)

Is this occasional? No, it is a common fact.

Definition 9.2 (Complex conjugate).
Let λ = a+ bi, where a, b ∈ R. Its complex conjugate (c.c.) is defined as

λ∗ = λ = a− bi. (9.2.12)

Let A = (aij) be an m× n matrix, aij ∈ C. Its complex conjugate matrix is defined as

A∗ = (a∗ij), or A = (aij). (9.2.13)

Specially,

A∗ = A, when A ∈ Rm×n. (9.2.14)
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Since the complex conjugate operation is related only to the number of an entry, but irrelevant to its

location/position in a matrix, we have

(AB)∗ = B∗A∗. (9.2.15)

Theorem 9.1. Let A be a real matrix, and (λ, z) a pair of eigenvalue and eigenvector for A. Then the

complex conjugate,
(
λ, z
)
, is also a pair of eigenvalue and eigenvector for A.

Proof:

Az = Az = Az = λz = λz = λ∗z.

[Remark]: Let us recall a fact: for a real coefficient polynomial, all its complex roots occur in conjugate

pairs.

§ 9.2.3 Properties of eigenvalues and eigenvectors

Product of eigenvalues

As mentioned, to find the eigenvalues of a matrix A, we need to appeal to the characteristic polynomial

p(λ) = det(A− λI) =

∣∣∣∣∣∣∣∣∣∣∣

a11 − λ a12 · · · a1n

a21 a22 − λ · · · a2n

...
... . . . ...

an1 an2 · · · ann − λ

∣∣∣∣∣∣∣∣∣∣∣
.

Suppose the polynomial p(λ) has n roots λ1, λ2, · · · , λn, they should have the following factorized form

according to the theory of polynomials:

p(λ) = (λ1 − λ) (λ2 − λ) · · · (λn − λ)

= (−1)n (λ− λ1) (λ− λ2) · · · (λ− λn) . (9.2.16)

Taking λ = 0, we immediately draw a conclusion that the product of all eigenvalues gives the determinant

of the matrix, i.e.,

p(0) = λ1λ2 · · ·λn = detA. (9.2.17)
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+ [Aside]:

This conclusion (9.2.17) can also be proved in terms of the coming similarity transformation of (9.2.34). In-

deed, let D be the diagonalization of A, with X being the needed similarity transformation matrix. We have

detD = det
(
XAX−1

)
= detX detA detX−1

= detX detX−1 detA = det(XX−1) detA = detA. (9.2.18)

Given that

D = diag (λ1, λ2, · · · , λn) , (9.2.19)

we have

detA = λ1λ2 · · ·λn. (9.2.20)

,

Sum of eigenvalues · Trace

Trace£,¤is a very important concept in the study of matrices.

Definition 9.3 (Trace of matrix). Let A be an n× n matrix,

A = (aij) =


a11 · · · a1n

...
...

an1 · · · ann

 .

The trace of A is defined as the sum of the diagonal entries of A§

trA ≡ Tr A =
n∑
i=1

aii. (9.2.21)

. Example 9.8.

tr

(
5 −18

1 1

)
= 5 + 1 = 6.
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Theorem 9.2. Let A = (aij) be an n× n matrix. Its trace equals to the sum of its eigenvalues

n∑
i=1

λi =
n∑
i=1

aii. (9.2.22)

Proof:

• Method 1:

– Let us examine the following polynomial obtained from the characteristic determinant:

p(λ) = det (A− λI) =

∣∣∣∣∣∣∣∣∣∣∣∣∣

a11 − λ a12 · · · a1n

a21 a22 − λ · · · a2n

...
... . . . ...

an1 an2 · · · ann − λ

∣∣∣∣∣∣∣∣∣∣∣∣∣
= (a11 − λ)(a22 − λ) · · · (ann − λ) + others, (9.2.23)

others referring to those terms in which the order of λ is no higher than (n− 2). Therefore,

as far as λn−1 is concerned, we only need to find it in the first term

(a11 − λ)(a22 − λ) · · · (ann − λ), (9.2.24)

in the expansion of which, the λn−1 term reads

(−1)n−1λn−1

n∑
i=1

aii. (9.2.25)

Hence the coefficient of (−λ)n−1 is given by
n∑
i=1

aii. (9.2.26)

– On the other hand, as mentioned,

p(λ) = (λ1 − λ)(λ2 − λ) · · · (λn − λ). (9.2.27)

In its expansion the coefficient of the (−λ)n−1 term reads
n∑
i=1

λi. (9.2.28)
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– In comparison, the two ways (9.2.26) and (9.2.28) should give the same result, hence

n∑
i=1

λi =
n∑
i=1

aii. (9.2.29)

• Method 2: (With the aid of the coming similarity transformation of (9.2.34) and diagonalization

of matrices in the next section)

Let A be an n× n matrix, and D its diagonalization,

X−1AX = D, D = diag {λ1, λ2, · · · , λn} , (9.2.30)

L acting as the similarity transformation matrix. Then (9.2.30) leads to

trD = tr
(
X−1AX

)
= tr

(
XX−1A

)
= trA, (9.2.31)

namely,
n∑
i=1

λi =
n∑
i=1

aii, (9.2.32)

thanks to a property of the trace operation,

tr(AB) = tr(BA), ∀A,B ∈ Rn×n. (9.2.33)

[Remark]: Generalization of (9.2.33)

tr (A1A2 · · ·Ak) = tr (AkA1A2 · · ·Ak−1 )

= tr (Ak−1AkA1A2 · · ·Ak−2 )

= · · ·

= tr (A2A3 · · ·AkA1) .

Similarity transformation

Definition 9.4. A matrix B is said to be similar to another matrix A if there exists a nonsingular matrix

X such that

B = X−1AX. (9.2.34)

X−1AX is called a similarity transformation£�qC�¤, and X a similarity transformation matrix.
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Based on similarity transformations we can close this section by presenting an important result about

eigenvalues of similar matrices.

Theorem 9.3. Let A and B be two n×n matrices. If they are similar to each other, they have the same

characteristic polynomial and therefore the same eigenvalues,

pB(λ) = pA(λ). (9.2.35)

Proof:

pB(λ) = det (B − λI) = det
(
X−1AX − λI

)
= det

(
X−1AX − λX−1IX

)
= det

[
X−1 (A− λI)X

]
= det (A− λI) = pA(λ).

. Example 9.9. Consider a matrix A =

(
2 1

0 3

)
. Check the conclusion (9.2.35) under the similarity

transformation

X =

(
5 3

3 2

)
, X−1 =

(
2 −3

−3 5

)
.

Solution: The eigenvalues of A are computed as

λA1 = 2, λA2 = 2.

Let B be the matrix similar to A under the similarity matrix X

B = X−1AX =

(
−1 −2

6 6

)
,

which has the eigenvalues

λB1 = 2, λB2 = 2.

Obviously (9.2.35) holds true,

{λA1 , λA2 } = {λB1 , λB2 }.
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§ 9.3 Diagonalization of matrices

§ 9.3.1 Procedure of diagonalization

Matrix diagonalization£Ý
é�z¤is crucial and has wide applications in practice. Let us start from

an example.

. Example 9.10. Consider a matrix

A =


3 −1 −2

2 0 −2

2 −1 −1

 . (9.3.1)

It is not easy to compute its exponential Ak, when k is a big integer, say, 1000.

However, if A is diagonalizable then this problem is easy to solve. Indeed, A can be diagonalized as

D = diag {0, 1, 1}, then Dk is immediately achieved as:

Dk =


0k

1k

1k

 . (9.3.2)

From this example we see the significance of studying diagonalization of a matrix.

Definition 9.5. An n×n matrix A is said to be diagonalizable if there exists a nonsingular matrix X and

a diagonal matrix D, such that A and D are linked by X through a similarity transformation

X−1AX = D. (9.3.3)

This is called the diagonalization of A, or equivalently, A is diagonalized by X .

Theorem 9.4. [Procedure of diagonalizing a matrix]

An n × n matrix A is diagonalizable, iff A has n linearly independent eigenvectors which form a

nonsingular matrix

X =


 v1


 v2

 · · ·
 vn


 , detX 6= 0. (9.3.4)

Proof: Notice, the proof below indeed provides a method to diagonalize a matrix.
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Suppose A has n eigenvalues λi, i = 1, 2, · · · , n; here λi’s are permitted to be equal. Let vj be the

eigenvector corresponding to λi, i.e.,

Avi = λivi. (9.3.5)

First, considering a matrix formed by the vi’s,

X =


 v1


 v2

 · · ·
 vn


 , vi’s being column vectors, (9.3.6)

we have the action of A upon X ,

AX = A


 v1


 v2

 · · ·
 vn


 =

A
 v1

 A

 v2

 · · ·A
 vn




=

λ1

 v1

 λ2

 v2

 · · ·λn
 vn


 . (9.3.7)

Second, suppose

X−1 =


(wT

1 )

(wT
2 )
...

(wT
n )

 , wT
i ’s being row vectors, (9.3.8)

satisfying

X−1X = I, i.e., wT
i vj = δij. (9.3.9)
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Then X−1AX immediately yields the diagonalization of the matrix A:

X−1AX =


(wT

1 )

(wT
2 )
...

(wT
n )

A


 v1


 v2

 · · ·
 vn




=


(wT

1 )

(wT
2 )
...

(wT
n )


λ1

 v1

 λ2

 v2

 · · ·λn
 vn




=


λ1w

T
1 v1 λ2w

T
1 v2 · · · λnw

T
1 vn

λ1w
T
2 v1 λ2w

T
2 v2 · · · λnw

T
2 vn

...

λ1w
T
nv1 λ2w

T
nv2 · · · λnw

T
nvn

 . (9.3.10)

Since

wT
i vj = δij =

{
1, when i = j,

0, when i 6= j,
(9.3.11)

we have

X−1AX =


λ1

λ2

. . .

λn

 = D. (9.3.12)

This completes the diagonalization

X−1AX = D, i.e., A = XDX−1. (9.3.13)

[Remarks]:

• The above procedure makes sense when X is nonsingular, i.e., when X−1 is achievable.

Obviously, if A has l eigenvectors only, l < n, it is impossible to have A is diagonalizable. The

condition to keep A diagonalizable is that

the n eigenvectors which form the matrix X must be linearly independent.
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• The diagonalizing matrix X is not unique, due to a fact that a different ordering of the eigenvectors

leads to a different matrix X ′, and therefore a different matrix D′,

D′ =


λ′1

λ′2
. . .

λ′n

 , (9.3.14)

where {λ′1, λ′2, · · · , λ′n} is a re-ordering of {λ1, λ2, · · · , λn}, illustrated as

X ′ =


 v′1


 v′2

 · · ·
 v′n


 =⇒ D′ =


λ′1

λ′2
. . .

λ′n

 . (9.3.15)

§ 9.3.2 Applications

As mentioned, equipped with the diagonalization A = XDX−1, it is easier to evaluate a power Ak:

Ak =
(
XDX−1

)k
=

k copies︷ ︸︸ ︷(
XDX−1

) (
XDX−1

)
· · ·
(
XDX−1

)
= XD

(
X−1X

)
D
(
X−1X

)
D · · · D

(
X−1X

)
DX−1

= XDkX−1 = X


λk1

λk2
. . .

λkn

X−1. (9.3.16)

In the following, we will use a few examples to show the procedure of diagonalizing a given matrix, as

well as the convenience of computing a power of a matrix once its diagonalization is achievable.

. Example 9.11. Find the diagonalization of a 2× 2 matrix

A =

(
2 −3

2 −5

)
. (9.3.17)

Solution:

1. Use the characteristic equation, det(A− λI) = 0, to solve out the eigenvalues:

λ1 = 1, λ2 = −4. (9.3.18)
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2. For λ1 = 1: Solve out the corresponding eigenvector

v1 =

(
3

1

)
. (9.3.19)

For λ2 = −4: Solve out its eigenvector

v2 =

(
1

2

)
. (9.3.20)

3. Use v1 and v2 to form a diagonalizing matrix

X =

[(
v1

) (
v2

)]
=

[(
3

1

)(
1

2

)]
. (9.3.21)

4. Check the nonsingularity of X:

detX = 5 6= 0.

5. Use the row reduction method to find the inverse X−1:

X−1 =
1

5

(
2 −1

−1 3

)
. (9.3.22)

6. Complete the diagonalization X−1AX = D:

1

5

(
2 −1

−1 3

)(
2 −3

2 −5

)(
3 1

1 2

)
=

(
1 0

0 −4

)
, (9.3.23)

i.e., (
2 −3

2 −5

)
=

(
3 1

1 2

)(
1 0

0 −4

)[
1

5

(
2 −1

−1 3

)]
. (9.3.24)

. Example 9.12. Consider a 3× 3 matrix

A =


3 −1 −2

2 0 −2

2 −1 −1

 . (9.3.25)

Use its diagonalization to evaluate the power A10.

Solution:

1. Use the characteristic equation det (A− λI) = 0 to find the eigenvalues:

λ1 = 0, λ2 = λ3 = 1 (duplicate roots). (9.3.26)
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2. Find the eigenvectors:

λ1 → v1 =


1

1

1

 ; λ2 = λ3 → v2 =


1

2

0

 , v3 =


1

0

1

 . (9.3.27)

3. Use v1, v2, v3 to form a diagonalizing matrix

X =


1 1 1

1 2 0

1 0 1

 . (9.3.28)

4. Non-singularity check:

detX = −1 6= 0. (9.3.29)

5. Find the inverse of X:

X−1 =


−2 1 2

1 0 −1

2 −1 −1

 . (9.3.30)

6. Finally, complete the diagonalization of A : X−1AX = D, i.e.,
−2 1 2

1 0 −1

2 −1 −1




3 −1 −2

2 0 −2

2 −1 −1




1 1 1

1 2 0

1 0 1

 =


0

1

1

 ; (9.3.31)

or equivalently, A = XDX−1:
3 −1 −2

2 0 −2

2 −1 −1

 =


1 1 1

1 2 0

1 0 1




0

1

1



−2 1 2

1 0 −1

2 −1 −1

 . (9.3.32)

Furthermore, on the top of the above result of diagonalization, one can compute

A10 =
(
XDX−1

)10
= XD10X−1 = X


010

110

110

 = XDX−1 = A. (9.3.33)
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Summary: Program to achieve diagonalization of matrix

— This demands almost all our knowledge already learnt about matrices.

STEPS:

1. For a given matrix A, use the characteristic equation det(A − λI) = 0 to solve its eigenvalues

λ1, λ2, · · · , λn. Notice: Some λi’s are permitted to duplicate.

2. For each eigenvalue λi, find its corresponding eigenvector vi.

3. Use the eigenvectors v1,v2, · · · ,vn to form a diagonalizing matrix X = {v1,v2, · · · ,vn}.
4. For safety, check detX 6= 0 to ensure the non-singularity of X . If failed, the original A is not

diagonalizable.

5. Solve out the inverse X−1, by means of elementary row operations OR adjoint matrices.

6. Finally, complete the diagonalization of A :

X−1AX = D, i.e., A = XDX−1, where D = diag {λ1, λ2, · · · , λn} .

Extra steps

Furthermore,

• if asked to find Ak, one has

Ak = (XDX−1)k = XDkX−1 = X


λk1

λk2
. . .

λkn

X−1.

• if asked to find the quadratic form (see the next section)

ax2 + 2bxy + cy2 = λ1x
′2 + λ2y

′2,

one has

xTAx =
(
x y

)( a b

b c

)(
x

y

)
= xTQTDQx

� ‖

x
′TDx

′
=

(
x′ y′

)(λ1

λ2

)(
x′

y′

)
= (Qx)TD(Qx)
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§ 9.4 Quadratic forms

This section is an application of matrix diagonalization. Emphasis will be placed on diagonalization of a

quadratic form as well as its geometric meaning.

§ 9.4.1 Quadratic forms

Definition 9.6. A quadratic form£�g.¤in two variables is given by

ax2 + 2bxy + cy2, a, b, c ∈ R, (9.4.1)

which can be written in a matrix form as

ax2 + 2bxy + cy2 =
(
x y

)( a b

b c

)(
x

y

)
= xTAx, (9.4.2)

where

x =

(
x

y

)
, A =

(
a b

b c

)
.

[Remarks]:

• The textbook of S. Leon 2010 starts from a quadratic equation

ax2 + 2bxy + cy2 + dx+ ey + f = 0. (9.4.3)

Here the extra 0th and 1st order terms dx+ey+f actually indicate translation of diagrams, which

belongs to knowledge of high school maths. Hence it is nonsense to repeat this redundant and even

misleading information here; to highlight the quadratic form, we safely start from (9.4.1).

• The 2bxy in (9.4.1) is called a crossing term; in (9.4.2) it corresponds to the off-diagonal entries in

the matrix A. Obviously, a quadratic form without a crossing term is much easier to deal with than

a one with a crossing term,

With crossing term Without crossing term

ax2 + 2bxy + cy2 Versus a′x′2 + b′y′2

complicated easy

In following you will see that a form without crossings actually corresponds to a regular-looking

quadratic curve whose symmetric axes fall upon the coordinate axes, while a form with crossings

corresponds to a curve undergoing a rotation of the regular one to an angle θ 6= 0, as shown in

Figure 9.2. In this regard we try to develop a method to turn a form with crossings into a form

without them, to simply the studied problem and highlight the geometric essence therein.
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356 Chapter 6 Eigenvalues

y y�

x

x�

 θ

Figure 6.6.3.

EXAMPLE 3 Given the quadratic equation

3x2 + 2xy + 3y2 + 8
√

2y − 4 = 0

find a change of coordinates so that the resulting equation represents a conic in standard
position.

Solution
The xy term is eliminated in the same manner as in Example 2. In this case we use the
matrix

Q =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1√
2

1√
2

− 1√
2

1√
2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
to rotate the axis system. The equation with respect to the new axis system is

2(x ′)2 + 4(y′)2 +
⎧⎩0 8

√
2
⎫⎭ Q

⎧⎪⎩ x ′
y′
⎫⎪⎭ = 4

or
(x ′)2 − 4x ′ + 2(y′)2 + 4y′ = 2

If we complete the square, we get

(x ′ − 2)2 + 2(y′ + 1)2 = 8

If we set x ′′ = x ′ − 2 and y′′ = y′ + 1 (see Figure 6.6.4), the equation simplifies to

(x ′′)2

8
+ (y′′)2

4
= 1

To summarize, a quadratic equation in the variables x and y can be written in the
form

xTAx + Bx + f = 0

Figure 9.2: A curve undergoing a rotation with angle θ 6= 0: x′ and y′ are the symmetric axes of the ellipse,

and x and y are the coordinate axes. There exists an angle θ in between the xy- and x′y′-coordinate

frames.

Diagonalization of a quadratic form

The crossing term arises from the nonzero off-diagonal entries b in the matrix A in (9.4.2); thus diago-

nalization of A implies to eliminate the off-diagonal entries.

Let the diagonalization of A be

QAQ−1 = D, i.e., A = Q−1DQ, where D =

(
λ1

λ2

)
. (9.4.4)

Here Q is the diagonalizing matrix of A.

[Remark]: Notice, Q is different from the X in (9.3.3), who are transpose of each other,

Q = X−1. (9.4.5)

The purpose of using the inverse of X is for the convenience of (9.4.7) below.

Then (9.4.2) becomes

xTAx = xTQ−1DQx. (9.4.6)

We have a hypothesis:

if Q−1 = QT , then xTQ−1 = xTQT = (Qx)T , (9.4.7)

which immediately yields an important result

xTAx = (Qx)T D (Qx) . (9.4.8)

Defining x′ = Qx, (9.4.8) precisely means

xTAx = x′TDx′. (9.4.9)

Then the problem is how to meet the requirement of the above hypothesis (9.4.7). In this regard we

need to appeal to the concept of orthogonal matrix£��Ý
¤.
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Definition 9.7 (Orthogonal matrix).
An n× n matrix Q is said to be orthogonal, iff the column vectors of Q form an orthonormal set in Rn .

Orthogonal matrices have an important feature.

Theorem 9.5. Let Q be an orthogonal matrix. Then

QTQ = I, i.e., QT = Q−1. (9.4.10)

Proof: Let Q =

[(
vi

)]
, where vi’s are column vectors orthonormal to each other, i.e.,

vTi vj = δij.

Then,

QTQ = (aij) , where each aij = vTi vj = δij,

hence

QTQ = I, i.e., QT = Q−1.

Then the theorem below gives the condition under which the hypothesis holds true.

Theorem 9.6. If A is a real symmetric matrix£¢é¡Ý
¤

A =

(
a b

b c

)
, a, b, c ∈ R,

then A can be diagonalized by an orthogonal matrix Q:

A = QTDQ, where D is diagonal, and Q is orthogonal, QT = Q−1. (9.4.11)

Proof: Ignored. Interested reader is referred to the proof on Pages 332–333 of the textbook of S. Leon,

2010.

Thus, the hypothesis (9.4.9) holds true

xTAx = x′TDx′, where x′ = Qx, with D diagonal and Q orthogonal, QT = Q−1. (9.4.12)
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§ 9.4.2 Geometric meaning of orthogonal transformation in 2D: rotation in plane

In this subsection the reader is referred to Page 353–357 of the textbook of S. Leon, 2010.

Theorem 9.7. If Q is a 2 × 2 orthogonal matrix, it can be expressed as a rotational matrix£^=Ý


¤,

Q =

(
cos θ − sin θ

sin θ cos θ

)
. (9.4.13)

Proof: LetQ =

(
a11 a12

a21 a22

)
= [v1, v2], where vj denotes a column vector, vj =

(
a1j

a2j

)
, j = 1, 2.

Definition 9.7 on Page 158 requires

a11a11 + a21a21 = 1, a12a22 + a21a22 = 1, a11a12 + a21a22 = 0.

The solution to the above three equations is

Q =

(
a11 a12

a21 a22

)
=

(
cos θ − sin θ

sin θ cos θ

)
, with θ ∈ R as a free parameter.

[Remarks]:

1. Q arises from the diagonalizing matrix X of A, with X constructed in terms of eigenvectors of A.

Previously, when solving an eigenvector of A we intend to take benefit of integer entries, such as

X =

[(
1

2

)(
3

4

)]
,

where

(
1

2

)
comes from t

(
1

2

)
, with t = 1;

(
3

4

)
comes from t

(
3

4

)
, with t = 1. We

were able to take t = 1 because integers are easy to read and there was no particular requirement

for t, hence t is free to choose.

However, in the present case there exists a requirement cos2 θ + sin2 θ = 1, which removes the

above freedom. t needs to act as a normalization factor by taking a particular evaluation.

2. It can be checked that Q is an orthogonal matrix satisfying QTQ = I :(
cos θ sin θ

− sin θ cos θ

)(
cos θ − sin θ

sin θ cos θ

)
=

(
1 0

0 1

)
= I.
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3. Geometric meaning — rotational matrix: The transformation

x′ = Qx

describes a rotation from a vector x to another x′. It is noticed that for this 2 × 2 matrix Q its

determinant is detQ = 1, which guarantees

| x′ |=| x |, (9.4.14)

namely, the length of the vector x is preserved.

4. An immediate corollary:

Geometrically, the inverse of a θ-rotation must be a (−θ)-rotation. Algebraic computation confirms

this fact

Q(−θ) =

(
cos(−θ) − sin(−θ)
sin(−θ) cos θ

)
=

(
cos θ sin θ

− sin θ cos θ

)
= Q (θ)T ,

i.e.,

[Q(θ)]T = Q (−θ) . (9.4.15)

. Example 9.13. Consider the curve described by a quadratic form

3x2 + 2xy + 3y2 − 8 = 0. (9.4.16)

Try to determine the shape of this quadratic curve.

Solution: (9.4.16) can be rewritten as(
x y

)( 3 1

1 3

)(
x

y

)
= 8.

It is easy to find the eigenvalues of the matrix A: λ1 = 2, λ2 = 4. Hence A should have the following

diagonalization

A = QTDQ,

i.e., (
3 1

1 3

)
=

(
cos θ sin θ

− sin θ cos θ

)(
2

4

)(
cos θ − sin θ

sin θ cos θ

)
In light of the eigenvectors it is easy to evaluate θ = π

4
, and hence cos θ = sin θ = 1√

2
.

Defining

x′ =

(
x′

y′

)
= Qx =

(
cos θ − sin θ

sin θ cos θ

)(
x

y

)

=
1√
2

(
1 −1

1 1

)(
x

y

)
=

1√
2

(
x− y
x+ y

)
,
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§9.4 Quadratic forms

we have

3x2 + 2xy + 3y2 =
(
x′ y′

)( 2

4

)(
x′

y′

)
= 8,

i.e.,

2x′2 + 4y′2 = 8 ⇐⇒ x′2

22
+

y′2
√

2
2 = 1.

It is an ellipse, centered at the origin, with the long and short half axes as 2 and
√

2, respectively. The

shape of this curve is indeed the one in Figure 9.2.

§ 9.4.3 Positive and negative definiteness

Furthermore we have the following definitions, which will find important applications in optimization of

multi-variable functions in Calculus.

Definition 9.8. Let f (x) be a quadratic form,

f (x) = xTAx. (9.4.17)

• Definiteness:

f (x) is said to be definite if it takes on only one sign as x varies over all nonzero vectors in Rn;

otherwise, f (x) is said to be indefinite.

• Positive definiteness£�½5¤:

xTAx > 0, ∀x ∈ Rn, x 6= 0. (9.4.18)

• Positive semi-definiteness£��½5¤:

xTAx ≥ 0, ∀x ∈ Rn, x 6= 0. (9.4.19)

• Negative definiteness£K½5¤:

xTAx < 0, ∀x ∈ Rn, x 6= 0. (9.4.20)

• Negative semi-definiteness£�K½5¤:

xTAx ≤ 0, ∀x ∈ Rn, x 6= 0. (9.4.21)
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The following theorem shows the relationship between positive definiteness and eigenvalues.

Theorem 9.8. A real symmetric matrix A is positive definite, iff all eigenvalues of A are positive, i.e.,

A = QTDQ = QT

(
λ1

λ2

)
Q, where λ1, λ2 > 0. (9.4.22)

Proof: Ignored.
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Chapter 10 Vector space (Brief review)

In this chapter we will briefly review some profound but important concepts in linear algebra. Interested

reader is referred to general reference textbooks for details, and our subsequent courses on theory of

algebra.

§ 10.1 Rank of matrix

§ 10.1.1 Non-zero rows in reduced echelon form

Let us recall the procedure of obtaining the row echelon form of a matrix A:


∗ ∗ · · · ∗
∗ ∗ · · · ∗
...

...
...

∗ ∗ · · · ∗

 Gaussian−−−−−→
elimination



1 ∗ ∗
*1 ∗

1 ∗ ∗
0 0 0 0 0 0

. . . . . . . .

0 0 0 0 0 0


all-zero-row vects

non-zero-row vects

We see important facts from the procedure:

• The number of the non-zero row vectors has been reduced to the minimum extent. All the non-zero

rows are linearly independent of each other.

• An all-zero row is achieved actually by expressing it as a linear combination of the non-zero rows.

§ 10.1.2 Revisit to linear independence of vectors

Let us recollect the basic ideas of linear independence of vectors (see Chapter 2).

• In one dimension:

Any two given non-zero vectors, say v and a, are linear dependent. Let a be the basis, then v can

be expressed as:

v = αa, α ∈ R. (10.1.1)

163



CHAP.10 VECTOR SPACE (BRIEF REVIEW)

We can say this basis {a} spans a 1-dimensional space£Üm���m¤, denoted as span {a}.
Then (10.1.1) can be equivalently expressed by

v ⊂ span {a} . (10.1.2)

• In two dimensions:

Let a1 and a2 be two independent vectors, then {a1, a2} forms a basis. Any vector v can be

expanded onto this basis:

v = αa1 + βa2, α, β ∈ R. (10.1.3)

The basis {a1, a2} spans a 2-dimensional space, denoted as span {a1, a2}. (10.1.3) can be equiva-

lently expressed by

v ⊂ span {a1, a2} . (10.1.4)

a1

a2
v

Figure 10.1: a1, a2 and v are three vectors in two dimensions. a1 and a2 are linearly independent,

forming a basis {a1,a2}. v is linearly dependent on a1 and a2, namely, it can be expanded onto the basis

{a1,a2} as: v = αa1 + βa2, where α and β are two coefficients, α, β ∈ R.

• In three dimensions:

Let a1, a2 and a3 be three independent vectors, then {a1, a2, a3} forms a basis. Any vector v can

be expanded onto this basis:

v = αa1 + βa2 + γa3, α, β, γ ∈ R. (10.1.5)

The basis {a1, a2, a3} spans a 3-dimensional space, denoted as span {a1, a2, a3}. (10.1.5) can be

equivalently expressed by

v ⊂ span {a1, a2, a3} . (10.1.6)

Linear independent row vectors span a row vector space£1¥þ�m¤or row space.

. Example 10.1. Consider a matrix composed of four row vectors vT1 , · · · ,vT4 :
∗ · · · ∗
∗ · · · ∗
∗ · · · ∗
∗ · · · ∗


← vT1

← vT2

← vT3

← vT4
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§10.1 Rank of matrix

Suppose we know the minimum number of linear independent row vectors is 3, and vT1 and vT2 are

independent. Then we have two choices for when deciding the basis:

• Basis
{
vT1 ,v

T
2 ,v

T
3

}
: Then

vT4 ⊂ span
{
vT1 ,v

T
2 ,v

T
3

}
.

• Basis
{
vT1 ,v

T
2 ,v

T
4

}
: Then

vT3 ⊂ span
{
vT1 ,v

T
2 ,v

T
4

}
.

Always keep in mind, although the choices are different, the number of minimum linearly independent

rows keeps intact. One can regard this minimum number, in a sense, as the number of the useful vectors

among all the vectors.

§ 10.1.3 Definition of rank of matrix

This number of useful vectors is exactly the rank of a matrix£Ý
��¤.

Definition 10.1 (Rank of matrix).
The rank of a matrix A, denoted as rankA, is the dimension of the row space of A, i.e.,

rankA = number of independent row vectors. (10.1.7)

Then, how to achieve the rank of a matrix? We have two ways, seemingly identical.

• Using the Gaussian elimination to reduce the matrix to generate zero rows as many as possible:

∗ · · · ∗
...

...

∗ · · · ∗
0 · · · 0
...

...

0 · · · 0



 rankA

(10.1.8)

• Obtaining the row echelon form of the matrix

1 ∗ ∗
*1 ∗

1 ∗ ∗
0 0 0 0 0 0

. . . . . . . .

0 0 0 0 0 0



 rankA

(10.1.9)
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. Example 10.2. Determine the rank of

A =


1 5 2 4

3 3 7 −1

4 8 9 3

2 −2 5 −5


← R1

← R2

← R3

← R4

Solution: It is seen that R1 and R2 are linear independent, but

R3 = R1 +R2, R4 = R2 −R1.

Hence 
1 5 2 4

3 3 7 −1

0 0 0 0

0 0 0 0


}

non-zero-row vectors

The rank reads

rankA = 2.

§ 10.2 Column space

The following fact is easier to see in a reduced row echelon form.

will be moved to RHS as

free variables

3 independent columns



1 ∗ 0 0 ∗ ∗
1 0 ∗ ∗

1 ∗ ∗
0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0



 rankA = 3

︸ ︷︷ ︸
n columns in total

As well known, the * columns (i.e., the columns on plateaux) are to be moved to the RHS of equations to

serve as free variables — each free variable (* column) corresponds to a free parameter to introduce —

and leave only the leading 1 (pivot) columns at the LHS. By this doing, the entries left at the LHS form

a strict triangle:
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rankA




1 ∗ · · · ∗

1 ∗ · · · ∗
. . . ...

...

1 ∗ · · · ∗


︸ ︷︷ ︸
independent

︸ ︷︷ ︸
free variables

Hence, the number of the independent columns are equal to that of the independent rows,

rankA = Number of independent rows = Number of independent columns. (10.2.1)

Furthermore, denote

n = total number of columns , dimN(A) = Number of free variable columns, (10.2.2)

where N(A) stands for the space of the free variables, called the nullity space£"zÝ�m¤. Then

we achieve an important relation among the dimensions:

n = rankA+ dimN(A). (10.2.3)

This is called the rank-nullity theorem£�-"zÝ½n¤.

Obviously, for a square matrix A ∈ Rn×n, its rank computed via rows (row rank) equals to that

computed via columns (column rank),

rankA row = rankA column . (10.2.4)
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Positive definiteness �½5, 161

Positive semi-definiteness ��½5, 161

Principal axis Ì¶, 135

Proper subset ýf8, 1

Pythagoras theorem .�x.d½n, 24

Quadratic form �g., 156

Rank-nullity theorem �-"zÝ½n, 167

Rank £Ý
�¤�, 165

Rational number knê, 2

Real number ¢ê, 2

Real symmetric matrix ¢é¡Ý
, 158

Reduced echelon form �z�F/ª, 65, 66

Right handed set mÃX, 35

Right-hand rule mÃ½K, 36

Rigid body fN, 135

Rotational matrix ^=Ý
, 159

Row 1, 17

Row vector 1¥þ, 71

Row vector space 1¥þ�m, 164

Scalar Iþ, 21

Scalar componentIþ©þ, 31

Scalar multiplication ê¦, 21

Scalar product IþÈ, 21, 27

Scalar triple product Iþn­È, 49

Set 8Ü, 1

Set theory 8ÜØ, 1

Similarity transformation �qC�, 147

Solution set )8, 55

Straight line, Cartesian equation of ���§�(

k�/ª, 44
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Straight line, scalar equation of ���§�Iþ

£½©þ¤/ª, 44

Straight line, two-point equation of ���ü:ª

�§, 45

Straight line, vector equation of ���§�¥þ

/ª, 43

Strain AC, 135

Stress Aå, 135

Subset f8, 1

Symmetric matrix é¡Ý
, 79

System of Linear equations �5�§|, 53

Torque åÝ, 39

Trace £Ý
�¤,, 145

Trajectory ;,, 40

Transpose =�, 16

Triangle law n�/{K, 18

Triangular factorization n�©), 105

Union ¿8, 3

Unit vector ü ¥þ, 23

Universal set or universe �8, 4

Vector ¥þ, 16

Vector product ¥þÈ, 21, 34

Vector projection ¥þÝK, 31

Venn diagram ��ã, 4

Vertical angles éº�, 50

Work õ, 31

Young’s modules 
¼�þ, 135
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